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Schedule
> Part1 (30 mins, 10:00 - 10:30)

Introduction (Jun Xu, 15 mins)
A Unified View of Bias and Unfairness (Jun Xu, 15 mins)

> Coffee Break (15 mins, 10:30 - 10:45)
> Part 2 (135 mins, 10:45 - 13:00)

Bias and Mitigation Strategies (Sunhao Dai, 75 mins)
Unfairness and Mitigation Strategies (Liang Pang, 45 mins)
Conclusion and Future Directions (Liang Pang, 10 mins)
Q&A (5 mins)
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Information Retrieval Systems
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Biases in Information Retrieval

A disproportionate weight in favor of or against an idea or thing ......
In science and engineering, a bias is a systematic error
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[1] Michael D. Ekstrand et al., Fairness and Discrimination in Information Access Systems, Foundations and Trends in Information Retrieval 2022.



Unfairness in Information Retrieval %2>

« User-fair. Equality * [tem-fair: Equity
Everyone is treated the same and Ensuring that resources (e.g., exposures)
provided same resources to succeed are equally distributed based on needs
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Consequence

Hurting Information Retrieval System Performance
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Responsible IR

» Improve user/provider experience 4
> Legal and policy harmonization

» Sustainable and long-term development

Artificial Intelligence with Warmth



Large Language Models
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LLMs Meet IR
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Concerns

LLMs show an inherent discrimination against gender

[1] https://blog.nimblebox.ai/dealing-with-biases-and-fairness-in-lims 12
[2] https.//www.scientificamerican.com/article/chatgpt-replicates-gender-bias-in-recommendation-letters/
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Integration of LLMs into IR Systems

Large Language Models
ChatGPT A | Claude LLaMA

New Data Sources Enhance or |As IR Models As Results Evaluators
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(a) Data Collection (b) Model Development (c) Result Evaluation

14



Integration of LLMs into IR Systems

New Data Sources

Bias and Unfairness

. ChatGPT

Large Language Models

A\ Claude LLaMA

Enhance or |As IR Models

(a) Data Collection

« Source Bias
* Factuality Bias |

. N\
« User Unfairness

 |tem Unfairness
L J

..........................................................................................................................

(b) Model Development

As Results Evaluators

LLMs as IR Models
LLMs Enhanced IR Models
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<
User Unfairness

(c) Result Evaluation
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Bias Definition

« The Cambridge Dictionary
» Fact of a collection of data containing more information that supports a particular

opinion than you would expect to find if the collection had been made by chance
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Examples

* Position Bias: LLMs are sensitive to postions changes
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biased distribution unbiased distribution

20 Total Retrieved Documents (~4K tokens)

Accuracy

1st 5th 10th 15th 20th
Position of Document with the Answer

=@ gpt-3.5-turbo-0613
= = gpt-3.5-turbo-0613 (closed-book)

[1] Nelson F. Liu et al. Lost in the Middle: How Language Models Use Long Contexts. TACL 2024. =



Fairness Definition

« The Cambridge Dictionary

» Action of supporting or opposing a particular person or thing in an unfair way,

because of allowing personal opinions to influence your judgment
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Examples

- User fairness: we need to balance genders in job seeking
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Examples

* Item fairness: we need to balance item exposures
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Question

Can we utilize a unified view to treat

bias and unfairness?



A Unified View

« They can be both viewed as a Distribution Alignment problem
> Bias: Fact of a collection of data containing more information that supports a particular
opinion
Eliminate Bias: aligns with an objective distribution (real worlds)
» Unfairness: Action of supporting or opposing a particular person orthing

Ensure Fairness: aligns with a subjective distribution (human values)
Unified View from Distribution Alignment Perspective

Eliminate Bias Ensure Fairness
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e
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biased distribution unbiased distribution unfair distribution fair distribution
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A Unified View

> Formulation: P(E) + P(R)
> P(R) is the predicted distribution

» P(R) is the target distribution
« Unbias: objective distribution

 Fairness: subjective distribution

Unified View from Distribution Alignment Perspective

Eliminate Bias Ensure Fairness
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biased distribution unbiased distribution unfair distribution fair distribution
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Question

Why we utilize a unified view to treat

bias and unfairness?



A Unified View: Solution

« Solutions for mitigating bias and unfairness can be complementary

« They can be all solved within a single unified framework

Data Sampling
(a) Data Augmentation (b) Data Filtering

Truncated Data

Distribution Completion Distribution Truncation

Distribution Reconstruction

(c) Rebalancing (d) Regularization (e) Prompting

min,, (L(w) + R) ;_* Best Aligned

Generate the o

texts that .-
o

‘.

0
.
-------

Distribution Transformation Distribution Narrowing Distribution Extraction
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A Unified View: Solution

- Data Augmentation: adding certain data to align the target distribution

Data Sampling

(a) Data Augmentation
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S0 Augmented Data
A
\

o*
.
.
.
.
.
o
Q

.
ey

Distribution Completion
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A Unified View: Solution

- Data filtering: removing certain training/test data to align the target distribution

Data Sampling
(a) Data Augmentation (b) Data Filtering

Truncated Data

A
&
s

Distribution Truncation

-
,4

’f
-
-
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A Unified View: Solution

- Rebalancing: giving different sample different weight to align target distribution

(a) Data Augmentation (b) Data Filtering

-
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Distribution Reconstruction

(c) Rebalancing

Distribution Transformation
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A Unified View: Solution

- Regularization: add regularizer to loss function or output layer to align target distribution

(a) Data Augmentation (b) Data Filtering

-
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(c) Rebalancing (d) Regularization
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A Unified View: Solution

- Prompt: utilizing prompt (condition) to tell LLM generated target distribution

(a) Data Augmentation (b) Data Filtering
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Schedule

> Coffee Break (15 mins, 10:30 - 10:45)
> Part 2 (135 mins, 10:45 - 13:00)

Bias and Mitigation Strategies (Sunhao Dai, 75 mins)
Unfairness and Mitigation Strategies (Liang Pang, 45 mins)
Conclusion and Future Directions (Liang Pang, 10 mins)
Q&A (5 mins)
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Bias and Mitigation Strategies

> Bias in Data Collection
® Source Bias
® Factuality Bias
> Bias in Model Development
Position Bias
Popularity Bias

Instruction-Hallucination Bias

Context-Hallucination Bias

> Bias in Result Evaluation

® Selection Bias
® Style Bias

® Egocentric Bias 34



Bias in Data Collection

LLMs-Generated Content as New Data Sources for IR Systems

Humans

Write
a0 s

P
s

Generate @D AIGC M
- IR Data
e

B [R Data in the Pre-LLM Era: Human-Written Content
B [R Data in the LLM Era: Human-Written Content + LLM-Generated Content

Source Bias! Factuality Bias!
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Bias and Mitigation Strategies

> Bias in Data Collection
® Source Bias
® Factuality Bias
> Bias in Model Development
Position Bias
Popularity Bias

Instruction-Hallucination Bias

Context-Hallucination Bias

> Bias in Result Evaluation

® Selection Bias
® Style Bias

® Egocentric Bias *



Source Bias

Definition: IR models tend to rank content generated by LLMs higher
than content authored by humans.

Offline Training

Camm )

(Corpus > _ AL

Write IR Online
P System = Serving %
et '
Q Query

AL
e
Expose & Interact

(a) IR in the Pre-LLM Era

Offline Training
/""_'_"\
Write [SOPUS ) f
_' g *-p
¢t IR Online
s

System = Serving | ©@

Co ()

Expose & Interact

(b) IR in the LLM Era
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[1] Sunhao Dai et al. Neural Retrievers are Biased Towards LLM-Generated Content. KDD 2024.



Evaluation Environment Construction

---------------------------------------------------------

Q Queries
‘ Annotated Labels

(1) Seed Human Data Collection (2) LLM Content Generation (3) Relevancy Label A551gnment

Human-Written Text Retrieved Documents

. 1 **’
Instruction Prompt Q Query A,
_ IR Models . :
_ Retrieval
LLM-Generated Text
[1] Sunhao Dai et al. Neural Retrievers are Biased Towards LLM-Generated Content. KDD 2024. 38

[2] Sunhao Dai et al. Cocktail: A Comprehensive Information Retrieval Benchmark with LLM-Generated Documents Integration, Findings of ACL 2024



Cocktail Benchmark

— Train Dev Test Avg. Word Length
Domain Task Relevancy | #Pairs | # Query | # Query # Corpus Avg. D/Q | Query Human Doc LLM Doc
Collected Before the Emergence of LLM (~ - 2021/04)

MS MARCO Misc. Passage-Retrieval Binary 532,663 = 6,979 542,203 11 6.0 58.1 55.1
DLI19 Misc. Passage-Retrieval Binary - - 43 542,203 954 5.4 58.1 535.1
DL20 Misc. Passage-Retrieval Binary - - 54 542,203 66.8 6.0 58.1 55.1

TREC-COVID | Bio-Medical Bio-Medical IR 3-level - - 50 128,585 430.1 10.6 197.6 165.9
NFCorpus Bio-Medical Bio-Medical IR 3-level 110,575 324 323 3,633 382 33 221.0 206.7
NQ Wikipedia | Question Answering Binary - - 3,446 104,194 1.2 9.2 86.9 81.0
HotpotQA Wikipedia | Question Answering Binary 169,963 | 5447 7,405 111,107 20 17.7 67.9 66.6
FiQA-2018 Finance Question Answering Binary 14,045 499 648 57.450 2.6 10.8 133.2 107.8
Touché-2020 Misc. Argument Retrieval 3-level - - 49 101,922 18.4 6.6 165.4 134.4
CQADupStack StackEx. Dup. Ques.-Retrieval Binary - - 1,563 39,962 24 8.5 T2 72.0
DBPedia Wikipedia Entity-Retrieval 3-level - 67 400 145,037 373 54 531 54.0
SCIDOCS Scientific Citation-Prediction Binary - - 1,000 25,259 4.7 94 169.7 161.8
FEVER Wikipedia Fact Checking Binary 140,079 | 6666 6,666 114,529 12 8.1 113.4 91.1
Climate-FEVER | Wikipedia Fact Checking Binary - - 1,535 101,339 3.0 20.2 99.4 81.3
SciFact Scientific Fact Checking Binary 919 - 300 5,183 I 12.4 201.8 192.7
Collected After the Emergence of LLM (2023/11 - 2024/01)
NQ-UTD Misc. Question Answering 3-level - - 80 800 37 12.1 101.1 94.7

[1] Sunhao Dai et al. Cocktail: A Comprehensive Information Retrieval Benchmark with LLM-Generated Documents Integration, Findings of ACL 2024

39



Human Evaluation of Generated Data

LAERS I
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s, ol o
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Verification of semantics and text quality with human evaluation.

SciFact+AIGC NQ320K+AIGC

Which document is more relevant to the given query?
Human LLM Equal Human LLM Equal

0.0%(0.0%) 0.0%(0.0%) 100.0%(82.0%) 2.0%(0.0%) 0.0%(0.0%) 98.0%(81.6%)

Which document exhibits higher quality by considering the following aspects:
linguistic fluency, logical coherence, and information density?
Human LLM Equal Human LLM Equal
8.0%(0.0%) 6.0%(0.0%) 86.0%(46.5%) 4.0%(0.0%) 6.0%(0.0%)  90.0%(60.%)

» Both sources of texts have the same semantic relevance to the given queries.

» No significant distinction between LLM-generated and human-written content on text quality.

40
[1] Sunhao Dai et al. Neural Retrievers are Biased Towards LLM-Generated Content. KDD 2024.



Source Bias in Text Retrieval

First Stage: Retrieval

Model SciFact+AIGC NQ320K+AIGC
Model Target Corpus
Type NDCG@1 NDCG@3 NDCG@5 MAP@1 MAP@3 MAP@5 NDCG@1 NDCG@3 NDCG@5 MAP@1 MAP@3 MAP@5
Human-Written 22.0 36.9 39.7 21.2 33.0 34.7 7.1 11.0 12.3 i | 10.0 10.8
TF-IDF  LLM-Generated 17.0 33.8 37.2 16.2 29.5 31.5 3.4 8.1 9.4 3.4 7.0 Y
Lexical Relative A 25.6 8.8 6.5 26.7 11.2 9. 70.5 30.4 26.7 70.5 35.3 33.5
Human-Written 26.7 40.3 44.4 25.7 36.7 39.1 7.2 11.6 12.9 7.2 10.6 11.3
BM25 LLM-Generated 21.0 38.8 41.5 19.6 343 35.9 6.1 10.9 11.9 6.1 9.7 10.3
Relative A 23.9 3.8 6.8 26.9 6.8 8.5 16.5 6.2 8.1 16.5 8.9 93
Human-Written 15.3 30.1 32.7 14.2 26.2 27.7 22.2 41.2 44.6 22.2 36.9 38.8

ANCE LLM-Generated 24.7
Relative A
Human-Written 16.3

BERM LLM-Generated 23.7
Relative A 37.0

35.8 37.7 233 324 33.6 29.1 45.9 49.0 29.1 42.0 43.8

34.9
45.1

33.1
435

18.6
31.6

40.7
50.0

37.5
47.0

18.6
316

275
32.2

26.5
30.8

15.7
21.7

31.8
36.4

30.2
34.1

Neural Human-Written 20.0 40.2 43.1 19.5 35.2 36.9 25.7 45.4 48.8 25.7 40.9 42.8
TAS-B  LLM-Generated 31.7 44.8 475 29.7 41.1 42.7 27.6 465 50.0 27.6 42.2 44.2

Relative A 15.5 -24 24 _ 3.1 32

Human-Written 24.0 437 47.8 23.3 38.8 41.2 25.9 485 51.9 25.9 433 453

Contriever LLM-Generated 31.0 47.8 50.5 29.6 43.2 44.8 32.5 51.9 55.4 325 475 49.4

Relative A -10.7 -8.4 -93

* Relative A > 0 means retriever rank human-written texts higher
* Relative A < 0 mdicates LLM-generated texts are ranked higher

[1] Sunhao Dai et al. Neural Retrievers are Biased Towards LLM-Generated Content. KDD 2024.
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Source Bias in Text Retrieval

: Llama2-generated ChatGPT-generated
Metrics Target Corpus
BM25 +MiniLM +monoT5 | BM25 +MiniLM +monoT5
Human-Written  26.7 21:3 19.7 24.3 18.3 21.3
NDCG@1 LLM-Generated 21.0 32.7 39.7 243 35.7 39.3
Relative A 23.9 -42.2 -67.3 0.0 -64.4 -59.4
Human-Written  40.3 42.8 45.9 38.5 414 46.4
NDCG@3 LLM-Generated 38.8 47.8 52.9 40.2 50.1 54.2
Relative A 3.8 -11.0 -14.2 -4.3 -19.0 -15.5
Human-Written  44.4 46.9 49.0 42.7 45.6 48.9
NDCG@5 LLM-Generated 41.5 50.2 54.7 42.7 53.0 56.1
Second Stage: Re-rank
Human-Written 25.7 20.8 18.9 23.7 17.9 20.5
MAP@1 LLM-Generated 19.6 30.8 37.8 23.1 33.8 37.8
Relative A 26.9 -38.8 -66.7 2.6 -61.5 -59.3
Human-Written  36.7 375 39.7 34.8 35.8 40.3
MAP@3 LLM-Generated 343 43.6 48.9 35.8 45.9 50.0
Relative A 6.8 -15.0 -20.8 -2.8 -24.7 -21.5
Human-Written  39.1 40.0 41.6 37.3 38.3 41.7
MAP@5 LLM-Generated 35.9 45.0 50.1 37.3 47.6 514
Relative A 85 -11.8 -18.5 0.0 -21.7 -20.8

BM25 retrieve —> Neural re-ranking model re-rank
* First-stage BM25 may prefer human-written text.
* Neural re-ranking models are still in favor of LLM-gen docs.

[1] Sunhao Dai et al. Neural Retrievers are Biased Towards LLM-Generated Content. KDD 2024.
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Source Bias in Readers

corpus DDQ

l retrieved contexts corpus DD%
— R
B *

Bermuda was i 2
represented by one  ———- EI . Cross-country retrieved contexts
. Fdvs = Ch r‘ H . \
retriever athlete, cross-country skin g .
skier Tucker Murph reader
—>
ever

question

what is bermuda
competing in the
winter olympics?

=]
= ud
— _zl replia?s?;reg t‘)‘;zafme *
question retri skier Tucker Murph
) what is berinuda
(a) Retl‘leval-Augmented ApproaCh competing in the - E' —»skeleton
winter olympics? reader

:
. generated contexts . @ b || Athletes ochmmdﬂ )
question ) representing the J

I El generator country in skeleton
ol Athletes of Bermuda EB T
m — representing the — skeleton

athlete, cross-country

what 1s bermuda
competing in the
winter olympies?

generated contexts
generator country in skeleton reader

(c) Hybrid Approach
(b) Generation-Augmented Approach

LLMs prefer self-generated contexts, even when they provide incorrect information.

43
[1] Hexiang Tan et al. Blinded by Generated Contexts: How Language Models Merge Generated and Retrieved Contexts for Open-Domain QA? ACL 2024



Source Bias in Text-lmage Retrieval

Flicker30k+AlI MSCOCO+AI
NDCG@1 NDCG@3 NDCG@5 R@1 R@3 R@5 NDCG@! NDCG@3 NDCG@5 R@1 R@3 R@5
Models trained from scratch
S Real 1618 2693 2926 2640 5610 6532 1185 2019 2287 1934 4266 5324
Dual-encoder VSE Al-generated 19.59 29.68 31.86 31.96 59.78 68.34 13.56 20.93 23.37 22.12 43.21 53.90
Relativea -17.81 -9.00 -8.05 -17.81 -5.8 -4.36 -13.53 -3.64 -2.22 -13.53 -1.29 -1.24
T Real 1340 2339 2614  21.86 4941 6028 1061 1773 2045  17.30 37.26 48.02
Fusion-encoder NAAF Al-generated 17.04 26.04 28.31 27.79 52.70 61.70 10.75 17.87 20.33 1754 3750 4724
Relativea *23.57 -10.63 -7.86 -23.57 -6.45 ~2.31 -1.13 -0.73 0.62 -1.13 -0.66 1.63
Pre-trained Vision-Language Models
S Real 544 1844 2179 888 4492 58.14 1259 2598  29.02 2054 57.30 6934
FLAVA  Al-generated 37.61 44 86 46.36 61.33 81.34 87.26 27.01 36.81 38.87 44.06 7099 79.12
RelativeA -148.85 -83.78 -72.44 -148.85 -58.32 -40.69 -72.81 -34.49 -29.00 -72.81 -2136 -13.21
S Real 2192 3720 3905 3576 7696 8422 1882 3142 3389 3070 64.98 7476
Dual-encoder ALIGIN Al-generated 25.48 39.10 40.91 41.56 78.38 85.44 2131 33.23 35.49 34.76 67.24 76.16
Relativea -14.6 -4.95 -4.59 -14.6 -1.93 -1.49 -12.41 -5.65 -4.63 -12.41 -3.48 -1.88
S Real 2437 3867 4050 3976 7822 8546 2138 3326 3557 3488 67.11 7622
BEIT-3  Al-generated 24.40 39.54 41.12 39.80 80.50  86.68 21.24 34.55 36.63 3464 7086 79.08
Relativea -0.72 -2.17 -1.41 -0.72 -2.97 -1.44 0.62 -3.90 -3.01 0.62 -5.50 -3.72
S Real | 1753  29.63 3216  28.60 6190 7190 1630 2971 3208 2660 63.10 7250
Fusion-encoder VILT Al-generated 20.04 30.43 32.71 32.70 61.30 70.30 18.29 31.21 33.50 2985 6330 7230
Relativea -13.38 -2.69 -1.69 -13.38 0.97 2.25 -11.51 -4.90 -4.32 -11.51 -0.32 0.28

» Source bias exists in both dual-encoder-based and fusion-encoder-based retrieval models

[1] Shicheng Xu et al. Invisible Relevance Bias: Text-Image Retrieval Models Prefer Al-Generated Images, SIGIR 2024
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Reasons: Information Compression

X 15 SVILLM) —SV(Human) |
A Sharp top semantics SV(Human) B = o  The higher the high (Sharp top
£ s semantic information)
% 0.0 Baseline=Human  The loxyer the low (Denoise tail
L b semantic noise)
(D
2 -1.0
5 PPL(d®, B) < PPL(dH, B)
@ W Denoise tail semantics - =

0 2000 400 o600 800 1000 1200 1400 Llama2
Index (High SV «— Low SV) ChatGPT

O
o
o)

Figure 7: Comparision of the relative singular value (SV) of
the different corpus after SVD. The singular values are sorted
in descending order from left to right.

Probability
o
s
N

=
-
RO

0.00-

* LLM-generated texts tend to have more focused semantics with less noise 0.5 1.0 1-% P%O 2.5 3.0
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[1] Sunhao Dai et al. Neural Retrievers are Biased Towards LLM-Generated Content. KDD 2024.



Reasons: Invisible Representation

Comparative analysis between debiased retriever and original retriever

%  Real
% Al

Real-debias
Al-debias

Al-generated images cause the image encoder
in the retriever to embed additional

information to their representations. This
information can amplify the query-image
relevance to produce a higher score in retrieval.

Relative A on
NDCG@1 NDCG@3 NDCG@5 R@1 R@3 R@5

Original -10.35 -4.31 -4.37 -10.35 -4.72 -4.06
Add —p to Real 17.85 4.54 2.99 17.85 -0.28 -1.17

[1] Shicheng Xu et al. Invisible Relevance Bias: Text-Image Retrieval Models Prefer Al-Generated Images, SIGIR 2024
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Mitigation Strategies

= A (. A 5 =
Ldebias = Z max{0,7(q,d”; @) —7(q,d";©)} L = Liank + @ Ldebias
(gm.di.d5) €D
Target on human Target on LLM —&— Relative A
30 1
e
= 20+
®
Q
J
a
Z 10
-47.0% -47.0% -37.0% -36.4%
w/o debias le-4 5e-4 1e-3 5e-3 1le-2 w/o debias 1le-4 5e-4 1e-3 5e-3 1le-2
o o

» Model agnostic: can be plugged and played to the various ranking optimization objectives
» Can mitigate source bias to different extents by adjusting the debiased coefficient o
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[1] Sunhao Dai et al. Neural Retrievers are Biased Towards LLM-Generated Content. KDD 2024.



Potential Concerns

> Render human-written content less accessible

—> may disrupt the content ecosystem

» LLM-generated misinformation may occupy higher positions in information systems

—> may amplify the spread of misinformation and pose social issues

» May be maliciously exploited to attack against today’s search engines

—> reminiscent of earlier web spam link attacks against PageRank

Human centric Al
(Al of the user, by the users, and for the users)

48
[1] Sunhao Dai et al. Neural Retrievers are Biased Towards LLM-Generated Content. KDD 2024.



Two Loops: Accelerate the Problem

Invisible Relevance Bias |

AN
A
Ao A

[l
¥

Model
Training

Model
Training

Ranking List

Provider
Loop

Retrieval

Retrieval
Loop Model

Retrieval Model

1 3 1 3

Accelerate Model Collapse

Exacerbate Bias

Model
Updating

Data
Generating

Cause AIGC model collapse from provider loop and aggravated source bias through retrieval loop

[1] Shicheng Xu et al. Invisible Relevance Bias: Text-Image Retrieval Models Prefer Al-Generated Images, SIGIR 2024
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[2] Al models collapse when trained on recursively generated data, Nature 2024



Three Phases: Change of Ecosystem

: . 4 ~
HGC Dominate Phase HGC-AIGC Coexist Phase AIGC Dominate Phase
User History User History Learning .
| i e = = % T ™ M (' ot Log R - S Ranki ng
! : : —h_[=h! ser Log @5 Lis
: | : =M= i gy \ ®
M —————— e N e i 4 : — = : ] @
Input Input S i = -I o= ]: Recommender I — | I
Userly Mimmme e e ’
System
Recgllﬂtllelldel‘ Add to History Recgumlender . I;"“: """""""" \=
ystem System = p— ] i e Top-K ﬁ
) = — '
User2 "q_____ _______________ 3 Serving ﬁﬁﬁm !
Inference Inference mmmmmemeeecceee———— N @
n { i User3
®— @ 0 O- >— @ 0 0 w (=T — ‘|§
B =] Bl & Userd | ,- 0%
% R iﬂ%\j I_ % * - J/ L. d t — s
anking List anking Li Jpdate -act ~[w
L g J Ranking List P \ P Interact {'_’j )
(a) Past (b) Present (c) Future
Time ﬁ

Three phases occur during the integration of AIGC into the recommendation content ecosystem

« HGC dominate phase is a past period when AIGC has just flooded into the recommender systems and only influence the
candidate list.

« HGC-AIGC coexist phase 1s a present period where the recommendation model’s inputs contain an increasing number of AIGC.

* AIGC dominate phase is a future period during which AIGC influences each stage of the feedback loop.

50
[1] Yuqi Zhou et al. Echo Chamber: Exploring the Escalation of Source Bias in User, Data, and Recommender System Feedback Loop. arXiv 2024.



Bias and Mitigation Strategies

> Bias in Data Collection
® Source Bias
® Factuality Bias
> Bias in Model Development
Position Bias
Popularity Bias

Instruction-Hallucination Bias

Context-Hallucination Bias

> Bias in Result Evaluation

® Selection Bias
® Style Bias

® Egocentric Bias o



Factuality Bias

Definition: LLMs may produce content that does not align with recognized
factual information of the real world.

Humans

>
@

C j IR Data

Data
Non-factualSg
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Factuality Bias: TruthfulQA

The largest models were generally the least truthful

Average truthfulness on our benchmark

60 _
50
o 40
s 30
20
0 il
350M 1.3B 6.7B 175B 125M 1.38 2.7B 117M 1.58B 60M 220M 770M 2.8B
GPT-3 GPT-Neo/J GPT-2 UnifiedQA
Average truthfulness on control frivia questions
80
60
@
=
£ 40
i I
0 )
350M 13B 67B 175B 125M 138 27B 117M 1.5B BOM 220M 770M 2.8B
GPT-3 GPT-Neo/J GPT-2 UnifiedQA

[1] Stephanie Lin et al. TruthfulQA: Measuring How Models Mimic Human Falsehoods. ACL 2022.
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Factuality Bias: FactualityPrompt

€ Construct the multi-stage factuality evaluation pipeline.

€ Find sampling algorithms in open-ended text generation can harm the factuality due to the “uniform
randomness” introduced at every sampling step.

[LM_GEN]its leading cast includes the British actress Emma Thompson,
[PROMPT] Fox 2000 Pictures LM Tom Wilkinson, George Segal, and Lettice Ullman. The film was largely praised
released the film Soul Food. for its acting performances, and nominated for eight Academy Awards, including

Best Picture, Best Actress, Best Supporting Actor, and Best Director.

Phase 1:Generation of LM continuation

Phase 2: Evaluation 3. Factuality Evaluation
1. Claim Filtering : .

.............................. f 5 E -—>NE Model E NE
‘ ¥ 1o Evidence . ] : ER
: ‘ CHECKWORTHY == - : _
[LM_GEN] —> [Cla”“ type P Ji -—> Entailed %
- NOT- v . : ;

.| Classifier

. Diversity
Repetition
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[1] Nayeon Lee et al. Factuality Enhanced Language Models for Open-Ended Text Generation. NeurlPS 2022.



Factuality Bias: FACTOOL

€ Factuality Detection in Generative Al across multi-task and multi-domain scenarios

Tool-augmented framework for factuality detection:

» Claim Extraction Claims |...---[ Tool Queries
_ L. 2 |al |
» Query Generation 2. Query |-
P ‘ uet = ‘
» Tool Querying "x‘"-,Generation_.-"," ‘

. Claim Tool 3 l
Prompt Extraction g Querying '

» Verification ChatGRT | o=
Response

\ J

> Evidence Collection (

Factuality

Evidence
55

[1] I-Chun Chern et al. FACTOOL: Factuality Detection in Generative Al A Tool Augmented Framework for Multi-Task and Multi-Domain Scenarios. Arxiv.



o

Factuality Bias: FACTOOL

€ Factuality Detection in Generative Al across multi-task and multi-domain scenarios

( ) - ! st & shinie containing gpace-delinited | [ GC0ae Generation
> QA Prompt | Who is the CEO of Twitter? | KI’!()M !E'dg e-based QA C d Prompt Retiimn & arrm;, Loymmma spacc_dcllm_ltcd
! J oge - numbers starting from () up to n inclusive.
IL-LM Response . Claims fi 1
= e : r LLM Response Claims
1 1_1‘3 C_};_U of F\Vﬁtﬁr at ﬂ}f time (1) Jack Dorsey is the CEO of Twitter dof string s i \ (" def string_sequence(n):
of writing this answer is Jack (2) Jack Dorsey co-founded Twitter in 2006 ot 5[11I1g__5.t‘:‘(ﬂlllsllt(.(ﬂ]. Claim result ="
Dorsey. He co-founded Twitter [ - o Pl L result = fi R 1)
in 2006 ...... L for i in range(n+1): Extraction L s
- ) Evidence i result +=str(i) +" " d result += ste(r)
'Queries _ Query (1.1) Noah Glass, Evan Williams, and Biz return result.strip() _ /] L return result.strip()
(1.1) Is Jack Dorsey the CEQ |Generation| | Stone co-founded Odeo. ... ) r_RRY | s Resnlis
T D 1 3 Famer NBC Universal advertising Test Cases Generation| T 2
of Twitter? (1.2) Former NBC Universal advertising : (1)01234 expected: 01234
(1.2) Who is the current CEQ L_a__, d“ei Linda Yaccarino will become... (1) string_sequence(4) (2) 0 expected: 0
c_’i 'lvuttlcr, (2) string_sequence(() — P =T (3)0123expected: 0123
(2.1) Did Jack Dorsey co-found Scores A st 3 )
Twitter in 20067 ~— Claim-level Factuality: [0, 1,...] — | = (3)string sequencetJ) ) Scores
------ Response-level Factuality: 0 /‘;i \ Response-level Factuality: |

v | ’
: moFac > Review rool
> Math Prompt | Marie ordered 5 packs of milk that costs Math Problem Solvin /

Scientific Literature Review Writing

= - Prompt -
§3 each. and some boxes of pizza. Marie Math Claims = — —— Claims
. = UL DL = H scuss the ¢ ations i ations TEala: 5 T ;
| paid a total of $45. How many boxes of T 1 ertlng Discuss the applica ions an.d‘ limitations (1) {title: Quantum Computing in the
| pizza did Marie order if each box costs §3 Clopmah of quantum computing, citing at least NISQ era and bevond. authors; John
[ § - ; @ 2)45-15= ieleviand aabet. W ifing paners i el e ;
¢ i (2)45 j:: S30 one lt‘lr.t\.d]l[ paper. ‘.\I« hen citing papers, Preskill, publication vear: 2018}
LLM R Extraction (3)30/3=10 please include the title, the author(s), AN e
M Response d = z 5 < i Claim Ly
2 - A and the publication year. . b ;
i . . — Query: ¢ e 2 ~ Extraction Queries Generation
- Marie ordered 5 packs of milk that costs $3 Queries Generation ((1) Quantum C ting in the NISQ'
each. The total cost of these items is: 5*3 =815 (v : G 5 A LLM Response / ( Hantint SOMRUHIR e ]
(1) print(round(5*3. 7) == 15) . - - " |era and beyond
- To find the cost of the boxes ol“ pizza, we (2) print(round(45-15., 7)==30) Ouanmm computing has E|1C potential to N
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[1] I-Chun Chern et al. FACTOOL: Factuality Detection in Generative Al A Tool Augmented Framework for Multi-Task and Multi-Domain Scenarios. Arxiv.



Factuality Bias: FACTOOL

€ Factuality Detection in Generative Al across multi-task and multi-domain scenarios

» GPT-4 has the best accuracy in most of the scenarios.
» Supervised fine-tuning still struggles in improving the factuality of LLMs in more challenging

scenarios such as math, code, and scientific.

[UHGPT—AI- BeChatGPT 00Bard BBClaude-v1 0O Vicuna-13B ‘ i 0o GPT-4 BB ChatGPT D0Bard B8Claude-v1 0O Vicuna-13B
L_
- ' . 08}
9 Q
S o5 S os6f
= —
z S ol
< | <
0 0.2 I ‘I I
T T T T 0 T T
KB-QA Code Math Scientific KB-QA Code Math Scientific
Figure 4: Claim-Level Accuracy across scenarios for Figure 5: Response-Level Accuracy across scenarios
GPT-4, ChatGPT, Bard, Claude-v1, and Vicuna-13B for GPT-4, ChatGPT, Bard, Claude-v1, and Vicuna-13B
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[1] I-Chun Chern et al. FACTOOL: Factuality Detection in Generative Al A Tool Augmented Framework for Multi-Task and Multi-Domain Scenarios. Arxiv.



Factuality Bias: Recall

€ LMs always fail to recall the knowledge that has been memorized.
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[1] Alex Mallen et al. When Not to Trust Language Models: Investigating Effectiveness of Parametric and Non-Parametric Memories. ACL 2022

[2] Shen Zheng et al. Why Does ChatGPT Fall Short in Answering Questions Faithfully? ICBINB Workshop at NeurlPS 2023
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Factuality Bias: Findings

€ Large language models still struggle in ensuring factual consistency of generated content!

» Increasing the parameter size of the model does not really solve the problem of factual inconsistency.

» Supervised fine-tuning still struggles in improving the factuality of LLMs in more challenging

scenarios such as math, code, and scientific.

» Even the knowledge has been memorized, LLMs always fail to recall it.

59
[1] I-Chun Chern et al. FACTOOL: Factuality Detection in Generative Al A Tool Augmented Framework for Multi-Task and Multi-Domain Scenarios. Arxiv.



Factuality Bias: Causes

€ Flawed data source and inferior data utilization are two important causes of factuality bias.

BLOOM Model
—f= 176B
== 7.1B
= 3B
- 1.7B
» Factual errors [2] _ 1.1B
== 560M

e
o

The training data that:
» Low-quality [1]

o
o

o
>

» Long-distance repetition [3]

QA Accuracy
o
w

» Limited coverage of knowledge in
0.2

rare or specialized fields [4,5,6]
0.1}

10° 101 102 103 10* 10° 108
Number of Relevant Pre-training Documents

Figure 1. Language models struggle to capture the long-tail of
information on the web. Above, we plot accuracy for the BLOOM
model family on TriviaQA as a function of how many documents
in the model’s pre-training data are relevant to each question.

[1] Bender, et al. On the dangers of stochastic parrots: Can language models be too big?. FAccT 2021.

[2] Stephanie Lin et al. TruthfulQA: Measuring How Models Mimic Human Falsehoods. ACL 2022

[3] Lee et al. Deduplicating training data makes language models better. ACL 2022

[4] Daniel Martin Katz et al. Gpt-4 passes the bar exam. Arxiv

[5] Yasumasa Onoe et al. Entity cloze by date: What LMs know about unseen entities. NAACL Findings 2022

60
[6] Karan Singhal et al. Towards Expert-Level Medical Question Answering with Large Language Models. Arxiv



Factuality Bias: Causes

€ LMs usually resort to shortcuts to generate the texts depending on position close and co-
occurred words rather than understand the knowledge itself.

¢ GPT-Neo 125M = GPT-Neo 1.3B GPT-Neo2.7B ® GPT-J 6B
Number of samples

Subject Object Count Toronto

Canada Toronto 246 i ' 1.00 3000
Canada Ott 19 L gl
anada awa ! i
Y I. I 1 e 0.75 %
e e anm [ S ZUUD E
Canada London 8 % 050 @
; ‘ o
i = =
: T ©
1000 _8
0.25 =
=2
Z
0.00 = 0

1/1 /2 1/4 1/8 1/16 1/32 1/64 0
Pre-training data

P(obj | subj)

[The fapitofolitanadais [MASK]} Fig. The correlation between co-occurrence statistics and

factual knowledge probing accuracy

[1] Cheongwoong Kang et al. Impact of Co-occurrence on Factual Knowledge of Large Language Models. EMNLP Findings 2023 61
[2] Shaobo Li et al. How Pre-trained Language Models Capture Factual Knowledge? A Causal-Inspired Analysis. ACL Findings 2022



Factuality Bias: Mitigation

Mitigation Strategies

> High-quality Training Data Significantly smaller high-quality training data size
but achieves better performance

45

41

(c¢) Rebalancing

min,, {4 axL(w,D') +4p x L(w, D?)}

20
16
11 12

|

350M, 26B tokens 350M, 76B tokens 1.3B, 51-76B tokens
(135 GPU hours) (410 GPU hours) (770-1090 GPU hours)

Pass@1 accuracy (%)
on HumanEval

Distribution Transformation
B The Stack + CodeTextbook HCodeTextbook — CodeExercises
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[1] Suriya Gunasekar et al. Textbooks Are All You Need. Arxiv



Factuality Bias: Mitigation

Mitigation Strategies

Provide the retrieved documents in context of LLMs

» Retrieval-Augmented Generation

World Cup 2022 was the J
last with 32 teams, == ---=-o___

before the increase to
Data Augmentation

Augmented
= No Retrieval ® In-Context RALM (BM25)

POIRG Data

4
40.0
o 30.0
..-"'.(-. bt 2
q"‘ A . . - 2 o - 8 20'0
Distribution Completion &
10.0

OPT-125M OPT-350M

[1] Ori Ram et al. In-Context Retrieval-Augmented Language Models. TACL

-[ Retriever }--. FIFA Wo
!

expand to 48 teams

rid Cup 2026

World Cup 2022 was the
+ |ast with 32 teams, before
the increase to

L anguage
Model

--» 48inthe 2026

tournament.
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. .. B o Em Em
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Factuality Bias: Mitigation

Mitigation Strategies ¢ LLM plan a Chain-of-Query (CoQ).

* IR interacts with CoQ to perform verification and

> Retrieval-Augmented Generation completion.

* IR gives feedback to LLM to help it re-generates a new

CoQ.

©: Verification (do not need to be corrected)

@: Verification (need to be corrected)
= ©: Completion (need additional knowledg
Data Augmentation
Where do greyhound buses that are in . W o
the birthplace of Spirit If._'s performer q ll;.]t.i\:,\,:.“;
Augmented | icave from?

Round 1 (CoQ Gen.) Round 1 (Verifl) Round 2 (CoQ Gen.)

Final Content
with References

F . ¢ .
IR provides .
document m *

and answer

Round 3 (Verif, and Comp.) Round 4 (CoQ Gen.) Round 4 (Verif.)  Tree-of- Reasoning (Trace.)

[1] Shicheng Xu et al. Search-in-the-Chain: Interactively Enhancing Large Language Models with Search for Knowledge-intensive Tasks. WWW 2024

IR provides
document
and answer

Round 3 (Co() Gen.)

The performer of Spirat If... 18 Kevin Drew [ 1] Kevin
Drew was born in Toronto |2 |. Greyhound buses in
Toronto leave from Toronto Coach Terminal [3]. So the
final answer is Toronto Coach Terminal. v~

[ 1] Spirit ... 1s the debut solo album by Kevin Drew. [t
was released on September 18, 2007 ...

[2] Kevin Drew (born September 9, 1976 in Toronto) ..
[3] The Toronto Coach Terminal is the central bus
station for inter-city services in Toronto, Ontario,
Canada ... when it was leased out 1n its entirety to bus
lines Coach Canada and Greyhound Canada ...
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Factuality Bias: Mitigation

Mitigation Strategies

® Reassess the role of LLMs in RAG as “Information

Refiner”.
> Retrieval-Augmented Generation ® Propose unsupervised training method to make LLMs

learn to perform refinement in RAG.

Wikipedia Document Initial Sentence Set § Simulated Retrieved Texts R(f.‘f}
. ’SLDDDDDD : [ 51 DDDDDD Select and Copy
Data Augmentation D »=000--000 el =000-000  preix — e
Augmented 1« B0E-DED *S1 < mEm-mum + - EE- E{ Lty o< BE -
’ ~ VData f"\'DDD'“DDD _‘SKDDD--'DDD p(st) =po (IS s D)
[ntercept & consecutive sentences P Scenario 2 s ]
s:dO0O--O0080 5*%%%%%% Randomly masking or replac- 52%%%%5 WA o
52 D D D D D D 5 : ement mv1 intbrmahti\'e mIkeni v : + SNDE E]" st D D D
S [ B[]l «O0E-0Ed *S1spom-mzm T i
® 5 . - H Sf == r.SP
NS N s s M | A izl Wl PsD) = po1S5fD
- . e e ‘ (OO0 OO0 oniex mulati
Distribution Completion Prfix, pe SEEE-EEE S s OEE-EEE Gonteaisal Seiviulavon
* 51« mOE-EEm s sy 00000 4 vpm-me{ uv b smE - @
T, o @E- O s EOE-EEE e p(st) = e[S - (sl sPD)
(a) Data Collection (h) Data Construction (c) Unsupervised multi-task learning
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[1] Shicheng Xu et al. Unsupervised Information Refinement Training of Large Language Models for Retrieval-Augmented Generation. ACL 2024



Factuality Bias: Mitigation

Mitigation Strategies

® Prompt a language model using chain-of-thought
® Generate a diverse set of reasoning paths

® Marginalize out reasoning paths to aggregate final

> Decoding-Time Optimization answers

This means she uses 3 + 4 = 7 eggs every day.
She sells the remainder for $2 per egg, so in

Chain-of-thought Language

prompting model total she sells 7 * $2 = $14 per day. "{ The answer is $14. ]
e : 1 : . The answer is $14.
(d) Regularization
. Self-consistency Sample a diverse set of Marginalize out rgasoning paths
min,, (L (W) + R) reasoning paths # to aggregate final answers
- - = I
= ﬂ: If there are 3 cars in the parking \ She has 16 - 3 - 4 =9 eggs I \
lot and 2 more cars arrive, how many 4 left. So she makes $2 * 9 = | The answer is $18.
cars are in the parking lot? $18 per day. i j\ \
A:There are 3 cars in the parking lot i ~ | \
already. 2 more arrive. Now there are e b s S \
3 + 2 =5 cars. The answer is 5. remainder for $2 * (16 - 4 - 3}| The answer is $26. N v
) = $26 per day.
Q: Janet's ducks lay 16 eggs per day. Language $ e
She eats three for breakfast every Qd ? : 4 The answer is $18.
p " " " morning and bakes muffins for her MOGE She eats 3 for breakfast, so |

Distribution Narrowing friends every day with four. She sells she has 16 - 3 = 13 left. Then |
the remainder for $2 per egg. How she bakes muffins, so she The answer is $18.
much does she make every day? has 13 - 4 =9 eggs left. So [

\ A / she has 9 eggs *$2 = $18. | Y,

66
[1] Xuezhi Wang et al. SELF-CONSISTENCY IMPROVES CHAIN OF THOUGHT REASONING IN LANGUAGE MODELS. ICLR 2023



Factuality Bias: Mitigation

Mitigation Strategies ® Dynamically select the layer with largest word distribution
change

® Output the word with largest logits change among layers

Albert Einstein was from Germany
» Decoding-Time Optimization s
Outputs I_.-‘ l-.-ly
LLaMA-7B \ V\ \fl.
1 : . - cmt”'?"Si.'f Q”t’ rast ”f"asu "t" asts ONtrasy
(d) Reglllarlzatlon 32nd layer - ._I_I./r) ....’ | l.._l \ l," '\ ._I_-_l/}; l
min,,(L(w) + R) | /

24th | ok /
oS i =it nEER =0ln | - mnsl

% 16th layer ety / 'I
. = n_lw | T j
_____ n-.._,:""'--..._. early / /
8th layer " y
. ) = . | [ 4 CTT1 4
Distribution Narrowing
Where was the author of the <5 Albert Einstein was from

Theory of Relativity from?
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[1] Yung-Sung Chuang et al. DOLA: DECODING BY CONTRASTING LAYERS IMPROVES FACTUALITY IN LARGE LANGUAGE MODELS. ICLR 2024



Factuality Bias: Mitigation

Comparison Among Mitigation Strategies

> High-Quality Training Data
Vv Can fundamentally improve the factual consistency of LLMs.
x Need training LLMs.

> Retrieval-Augmented Generation
V Significantly improve the factual consistency of LLMs at inference time without training.
x Need additional knowledge base.

> Decoding-Time Optimization
V Improve the factual consistency of LLMs without training and external knowledge.

x Limited improvement

68
[1] Yung-Sung Chuang et al. DOLA: DECODING BY CONTRASTING LAYERS IMPROVES FACTUALITY IN LARGE LANGUAGE MODELS. ICLR 2024



Bias and Mitigation Strategies

> Bias in Data Collection
® Source Bias
® Factuality Bias
> Bias in Model Development
Position Bias
Popularity Bias

Instruction-Hallucination Bias

Context-Hallucination Bias

> Bias in Result Evaluation

® Selection Bias
® Style Bias

® Egocentric Bias ”



Bias in Medel Development

Incorporating LLMs to Enhance or As IR Models.

__________________

| Q Query -
S7a History
P

% Data{ L= {
| :

------------------

LLMs as IR Models

_______________________

_______

B [.L.Ms Enhanced IR Models: LLMs can be used to enhance traditional IR components.
B .L.Ms as IR Models: LLMs can be used as search agents to perform multiple IR tasks.
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—

ZNERS /7 \ 3
3 z)
. x"’-"‘.." '}/ ;

LLMs Enhanced IR Models

Saprehi Candidate E Selected
>earc ontex{ Q New Query Documents Documents
Q. Query, T 5 JEEEEE mememmees
Response;| e Ty al e
_ »  Rewriter ] [ Retriever J [ Reranker ] [ Reader J—» v Response
Q Query, v
Large Language Models
ChatePT  (OQLLaMA S Flan-T5  ©)6LM ) BLOOM

LLMs can be used in Query Rewriter, Retriever, Reranker, and Reader.
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[1] Yutao Zhu et al. Large Language Models for Information Retrieval: A Survey. arXiv 2023.



LLMs as IR Models

r’ ™\

Document: #{document} The following are documents related to query #{query}. Th ree types

Query: #{query} [1] #{document_1} . .

Does the document answer the : o p0| ntW|Se meth OdS

query? Rank these documents based on their relevance to the query.
\_ _ A S

) LM J LM  listwise methods
Output Il Output |
s/ [ RIP Bl > |  pairwise methods
(Relevance Generation) (b) Listwise method

Please write a query based on Given a query #{query}, which of the following two documents is

this document. more relevant to the query?

Document: #{document} Document 1: #{document_1}; Document 2: #{document_2}

Query: LOutput Document 1 or Document 2:
\ o v,

| LLM | LLM
Output Il Output II
#{query} [ Document 1 / Document 2 ]
(Query Generation)
(a) Pointwise method (c) Pairwise method
[1] Yutao Zhu et al. Large Language Models for Information Retrieval: A Survey. arXiv 2023. 72

[2] Sunhao Dai et al. Uncovering ChatGPT's Capabilities in Recommender Systems. RecSys 2023.



Bias in Medel Development

Incorporating LLMs to Enhance or As IR Models.

QQuery . LLMs as IR Models Retrieval Result
o (RN T ~ |
: (&) |

=Za History & A m
% IR | LLMS Enhanced IR Models

S QMO0 T

------------------

B [.L.Ms Enhanced IR Models: LLMs can be used to enhance traditional IR components.
B .L.Ms as IR Models: LLMs can be used as search agents to perform multiple IR tasks.

Position Bias! Popularity Bias!
Instruction-Hallucination Bias! Context-Hallucination Bias!
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Bias and Mitigation Strategies

> Bias in Data Collection
® Source Bias
® Factuality Bias
> Bias in Model Development
Position Bias
Popularity Bias

Instruction-Hallucination Bias

Context-Hallucination Bias

> Bias in Result Evaluation

® Selection Bias
® Style Bias

® Egocentric Bias "



Position Bias

Definition: LLM-based IR models tend to give preference to documents

or items from specific input positions.

Traditional IR Models
Doc-1
Query Doc-2

Doc-n

Pointwise Matching

No Position Bias!

LLMs as IR Models

Document: #{document}

Query: #{query}

Does the document answer the
L g uery?

LLM

Yes / No

(Relevance Generation)

Please write a query based on
this document.

Document: #{document}

3 Query:

LLM

Output

#{query}

P Prompt
The following are documents related to query #{query}.
[1] #{document_1}

Rank these documents based on their relevance to the query.
.

LLM
Output

s
[21>[3]1>[1] > ..

(b) Listwise method

(Query Generation)

Prompt

Given a query #{query}, which of the following two documents is
more relevant to the query?

Document 1: #{document_1}; Document 2: #{document_2}
Output Document 1 or Document 2:

LLM

Output
[ Document 1 / Document 2

(a) Pointwise method

[1] Yutao Zhu et al. Large Language Models for Information Retrieval: A Survey. arXiv 2024.

(c) Pairwise method




Position Bias

Definition: LLM-based IR models tend to give preference to documents

or items from specific input positions.

é / I've watched the following movies {Historical interactions of users}
'tml ' Note that my most recently watched movie is Batman Forever.
a® | Now there are 20 candidate movies that | can watch next:

['0. Two Moon Juction', '1. Puppet Master 5: The Final Chapter', '2.
Creature Comforts', '3. You've Got Mail', '4. Anatomy
(Anatomie)', ......,'18. Child's Play', '19. The Mask'] ......

. Please show me your ranking results with order numbers ......

20 Total Retrieved Documents (~4K tokens)

Accuracy
(@)]
un

60
/1. "You've Got Mail" - This is a romantic comedy, similar to "Notting
@  Hill" and "High Fidelity" from your watched list.
2. "A Life Less Ordinary" - This is a romantic comedy with a unique 55
twist, which might appeal to you based on your history.
...... 1st 5th 10th 15th 20th
20. "The Mask" - This is a comedy, similar to "Wayne's World" and Position of Document with the Answer
" "Malirats" from your watched list.
Q P i e — —®— gpt-3.5-turbo-0613
< LLM: You've Got Mail [rank 0] i ;
Q ~ Ground-truth label: The Mask [rank 19] (position bias) = = gpt-3.5-turbo-0613 (closed-book)
Example of Position Bias Lost in the Middle
[1] Lanling Xu et al. Prompting Large Language Models for Recommender Systems: A Comprehensive Framework and Empirical Analysis. arXiv 2024. 76

[2] Nelson F. Liu et al. Lost in the Middle: How Language Models Use Long Contexts. TACL 2024.



Position Bias

Mitigation Strategies
> Prompting

~» Best Aligned
e

Generate the :
I *

texts that ... & ,
. I

™
-
-------

Distribution Extraction

Instruction:

The candidate document list provided to you is presented in a
random order. The order of the documents does not reflect
any inherent ranking or relevance. Please evaluate and rank
the documents based solely on their content and relevance to
the given query, without considering their initial position in

the list.
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Position Bias

Mitigation Strategies Retrieving candidates &
Bootstrapping to reduce position bias

» Data Augmentation Candidate generation 1

- Bootstrapping Retrieve -+ [ [ [

Bootstrap

Data Augmentation 1] [2][3 > [2][][3

Augmented
/’ N Data 80! ours
> N +Bootstrap
-------- S 607 o
S S g) 1 \ Q Simple bootstrapping
-u-"""":, ] - ‘.:-":'."'«-.. _ \ .
Distribution Completion é >0l N s idea works!
b N
0 S b5
ML-1M Games
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[1] Yupeng Hou et al. Large Language Models are Zero-Shot Rankers for Recommender Systems. ECIR 2024.



Position Bias

a
Mitigation Strategies E@MER 2\ /.1 2 BI[EI[A | -
4][3][2][5 1+‘LLM—>21345 ‘12345

> Data Augmentation 1115 5 q] \1 31211l 5

Theoretical Guarantees

« Permutation Self-Consistenc
y Given that at least one possibly nonrandom pair of items is always

) concordant, it yields a consistent estimator for the true ranking.
Data Augmentation

Method MATH WORD GSM8K DL19 DL20
Augmented

Dats GPT-3.5 (Orig) 640 859 821 68.00 62.08
GPT-3.5 (Borda)  74.6 879 881 70.09 62.54
GPT-3.5(OurPSC) 752 88.1 884 70.77 62.70

GPT-4 (Orig.) 83.5 899 88.4  75.00 70.36
GPT-4 (Borda) 89.2 913 90.4 75.23 70.62
GPT-4 (Our PSC) 89.6 92.0 90.5 75.66 71.00

Distribution Completion
Bootstrapping (Borda count) vs. permutation self-consistency

79
[1] Raphael Tang et al. Found in the Middle: Permutation Self-Consistency Improves Listwise Ranking in Large Language Models. NAACL 2024.



Position Bias

oo . . STELLA (Stable LLM for
Mitigation Strategies .
R@@@ﬁlmendatlon) Recommendation Stage
6ansiti0n Matrix Construction ﬂycblan probabilistic framework I'c —,

] oo T[Cn T|C||C]
Probing LLM Transition Initial Updat{,d
Qﬂtectmn Set RS Matrix / Klembutlon \ Dlsmbutlo

> Rebalancing @ === aseeccemmmcmeccccocaa-

. ‘-‘
A T = Sl | s
= v Bayes
Update

r “Process of Bayes wpRsiag /lnma] Recommendation
| I#-"l 14 - 4@.| 4;:.'
R b 1 1 ' | User Information
.. ‘ —— C dld I.-. .é.---
€08 anCIng | (#:Bayesian Probabilistic Function : - Ia_nBl z: 75_ -
. 54 J e | U

\\ Raw Data

Raw Output  Bootstrapping STELLA

Book 0.2915:|:[]_0798 0.2647 0.3235

Movie 0.2740:&0.0593 0.2537 0.2976

2 ] 2 2 Music 0.2500:|:0.0300 0.2650 0.3000
Distribution Transformation News 026100 oo e 0 T

80
[1] Tianhui Ma et al. Large Language Models are Not Stable Recommender Systems. arXiv 2023.



Bias and Mitigation Strategies

> Bias in Data Collection
® Source Bias
® Factuality Bias
> Bias in Model Development
Position Bias
Popularity Bias

Instruction-Hallucination Bias

Context-Hallucination Bias

> Bias in Result Evaluation

® Selection Bias
® Style Bias

® Egocentric Bias .



Popularity Bias

Definition: LLM-based IR models tend to prioritize candidate documents
or items with high popularity levels.

Item Recommendation Frequency
Across 9,000 Recommendations

1. 'The Shawshank Redemption (1994)": 418

400 temp=0. prompt_popular=yes | '3 *The Departed (2006)': 403

3. 'The Prestige (2006)" 374 .

4. ‘Fight Clab (1999)- 327 The list of most frequently
- 5. 'The Sixth Sense (1999)': 313

6. The Silence of the Lambs (1991):308  racommended items

7. 'The Green Mile (1999): 303
8. 'The Truman Show (1998)': 296
9. 'The Matrix (1999)": 263 I I I
e e o SR coincides with the IMDB
11. 'Inception (2010)": 245 2 5 O . I .
109 12. 'The Usual Suspects (1995)"; 212
13. 'Pulp Fiction (1994)': 201 to p movies list.
14. 'Memento (2000)': 199
0 15. 'The Godfather (1972)": 168
0 50 100 150 200 250 300 350 400
tem

Frequency
N
(=]
o

(a) (b)
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[1] Kyle Dylan Spurlock et at. ChatGPT for Conversational Recommendation: Refining Recommendations by Reprompting with Feedback. arXiv 2024



Popularity Bias

Cause of Popularity Bias
B Popularity Bias in Pre-LLM Era: Long-tail phenomenon in IR training data
B Popularity Bias in LLM Era: Long-tailed Pre-training corpora (and fine-tuning IR data)

Long-tailed IR training data Long-tailed Pre-training corpora
17507 = EE:U?:S:; Ratio | 1° 200004 | e = Eﬂiutlz:::; Ratio | +° 4 TOp 20%
..... o it o
.- = 3 .: .............................................................. — ‘

L08 @ 4o Pl 0.8 @
o < 15000 4 i : o
- / : o
06 > § / 06 >
2 100004 |/ B
,0_43 -__L'! : i 860/0 '0.43
g O 5000 L g
L 0.2 @] J 0.2 ()

l H . ol | . . . = Long Tail

: 2000 40000 60000 80000 100000 120000 5000 10000 15000 20000 25000
ltem ]_Y_’ ltem
I Kwai Douban >
20% 20%

Few popular items which take up the majority of rating interactions
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[1] Jiawei Chen et at. Bias and Debias in Recommender System: A Survey and Future Directions. TOIS 2023.



Popularity Bias

Impacts of Popularity Bias
B User-side: Decreases the level of personalization and hurts the serendipity

B [tem-side:; Decreases the fairness of the recommendation results

Data

B Matthew effect under the feedback loo
p @ Collection Cé

(clicks, rates ...) Learning
User D
: Feedback Loop 0
_p . [ 00 :|
& L Serving —
‘\wi"
‘/Rccommender
(Top-N recommendation)
System
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[1] Jiawei Chen et at. Bias and Debias in Recommender System: A Survey and Future Directions. TOIS 2023.



Popularity Bias

Mitigation Strategies

> Prompting

~» Best Aligned
il

Generate the g
7/

texts that ... & /=
B [ =)

------

Distribution Extraction

Accuracy Top-K (simple, standard, including rating)

Beyond-accuracy oriented (diversity, novelty)

Explanation-oriented (Motivate reasoning, Chain of thought)

Emphasis sentence: option 2

Based on these movies:

1. Toy Story (Adventure| Animation|Children|Comedy|Fantasy)
2. If Lucy Fell (Comedy|Romance)

3. Hard Target (Action|Adventure|Crime|T hriller)

Recommend 10 movies that the user will likely enjoy.

Emphasis sentence: option 2

Based on these movies:

1. Toy Story (Adventure|Animation|Children|Comedy|Fantasy)
2. If Lucy Fell (Comedy|Romance)

3. Hard Target (Action|Adventure|Crime|Thriller)

Offer 10 unique and unexpected movie recommendations aimed
at broadening the user's cinematic horizons beyond their usual
preferences.

Emphasis sentence: opt 1-3.

Based on these movies:

1. Toy Story (Adventure|Animation|Children|Comedy|Fantasy)
2. If Lucy Fell(Comedy|Romance)
3. Hard Target (Action|Adventure|Crime|Thriller)

Provide 10 carefully selected movie recommendations, each
accompanied by a rationale explaining its suitability for the user's
preferences.

Rolg 1: -emmeemmecmeennnecnn

Raole 2: Given a user, act like a recommender system.

Role 3: Given a user, act like a fair recommender systems.
Role 4: Act as a fair recommender system balancing between
Popular and less-known movies to ensure provider fairness.

ChatGPT

RecLLM:

Based on the provided movies, here are 10 recommendations
that balance popular and less-known movies

1. The Incredibles (2004) - Genre: Animation|Action|Adventure
2. Eternal Sunshine of the Spotless Mind (2004) -
Genre: Drama|Romance|Sci-Fi
3. The Princess Bride (1987) - Genre: Adventure|Family|Fantasy
; -'H;;:;ﬁlxi

@

RecLLM:

Based on your usual preferences, here are 10 unique and unexpected
movie recommendations that aim to broaden your cinematic horizons:

1. Moon (2009) - Genre: Drama|Mystery|Sci-Fi
2. Ameélie (2001) - Genre: Comedy|Romance
3. Oldboy (2003) - Genre: Action|Drama|Mystery|Thriller

MOON

RecLLM:

1. The Shawshank Redemption (1994) - This highly
acclaimed drama is a must-watch for any movie lover.
It offers a compelling story, great performances, and
explores themes of hope and redemption, which align
with the emotional depth found in Toy Story.

2. Eternal Sunshine of the Spotless Mind (2004) - This unique romantic
sci-fi film delves into the complexities of relationships and memory. Its
thought-provoking narrative and unconventional storytelling make it a
suitable choice for someone who enjoyed If Lucy Fell.

“Focus on fair recommendations, balancing popular and lesser-known movies”
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[1] Yashar Deldjoo. Understanding Biases in ChatGPT-based Recommender Systems: Provider Fairness, Temporal Stability, and Recency. arXiv 2024



Popularity Bias

Mitigation Strategies In-Context s P
Learning Prompt I:>[ GPT-3.5 ]Ii) Aug
Movie Name
Model
M@EB @(}] Aug Strategy ]

- Augmentation Pipelin
Data Augmentation Pipeline

Augmented u OnceAug
Data

> Data Augmentation

« Adding all synthetic dialogues to the training data, evenly
increasing the exposure of items in the corpus
B PopNudge
Distribution Completion « Augments training batches with dialogues recommending
similar but less popular items

86
[1] Xi Wang et at. Improving Conversational Recommendation Systems via Bias Analysis and Language-Model-Enhanced Data Augmentation. Findings of EMNLP 2024.



Popularity Bias

Mitigation Strategies

> Data Augmentation

Data Augmentation

Augmented
ARG Data

a®

»*
.
*
L]
L]
.t
-

¢

- -
L - .
'1"‘“ -'-'l.‘.

Distribution Completion

Hit@50

0.175" wmm Basic | 0.25- =70
0.150- WM OA &g ' _—
W PN-K1 28 | . @ 0.20 L]
0125 mmm pN-k5 PR J ;;___. @ =
0.100- N PN-K10 . 50‘15 SN
i PN-K50 22 | i . = ¢ N & 1
0.075- Y S (e | A
. 2 0.10 N
0.050- N . & SR
0.025 - a 0.05 .
0.000- . :

Rebial KGSF KBRD TGReDial _Rej| |(5 KBR TGRDiaI

OA: Once Aug PN: PopNudge
Improve performance and mitigating bias

7907 | —— Basic 100 E —— Basic
600, ~-= PN_K1 i ~--= PN_K1
500, PN_K5 .. 80 PN_K5
o —~—- PNK10 | @ ——- PN_K10
§ 400 y S »
gl | PNK5O | @ 60 ™. - PN_K50
o 300 "4
2001 | @ TTeeeeel
100 201
0- s T T 0. R
0 1000 2000 3000 4000 5000 6000 0 5000 10000 1500020000 2500030000
ReDial Items TG-ReDial Items

Mitigated Long-tail effect after applying PopNudge

[1] Xi Wang et at. Improving Conversational Recommendation Systems via Bias Analysis and Language-Model-Enhanced Data Augmentation. Findings of EMNLP 2024.



Bias and Mitigation Strategies

> Bias in Data Collection
® Source Bias
® Factuality Bias
> Bias in Model Development
Position Bias
Popularity Bias

Instruction-Hallucination Bias

Context-Hallucination Bias

> Bias in Result Evaluation

® Selection Bias
® Style Bias

® Egocentric Bias *



Instruction-Hallucination Bias

Definition: Content generated by LLM-based IR models may deviate
from the instructions provided by users.

Deviates from the instruction

89



Instruction-Hallucination Bias

€ LLMs often struggle to adhere fully to users’ instructions in dialogue generation.

Document

New York City consists of five boroughs, each of which is a
separate county of New York State. The five boroughs —
Brooklyn, Queens, Manhattan, the Bronx, and Staten Island —
were consolidated into a single city in 1898.

/= ™\

I’ve never been to NYC, could you tell me more about it ?
T .

With over 46,000 large metropolitan areas , the state of
New York is the most populous in the United States.

" e~
A=

BERT (MNLI) BERT (Advers) BERT (MNLI+Advers)
70
predicted label predicted label predicted label
70 4 m entailment 60 = entailment mmm entailment
= neutral = off-topic 60 1 == off-topic
50+ Bmm contradiction mEE hallucination = hallucination
50 4 BN generic 50 - B generic
W contradiction W contradiction
o 50
2 40 4 40
c
?O.. 40 4
E 30 7 30 -
5 30
20 1 20
20 A
it 10 - 10 A
0- 0- 0 -
contradiction entailment generic  hallucination  off-topic contradiction entailment generic  hallucination  off-topic contradiction entailment generic  hallucination  off-topic

gold label gold label gold label

[1] Nouha Dziri et al. Evaluating Groundedness in Dialogue Systems: The BEGIN Benchmark. Arxiv




Instruction-Hallucination Bias

€ LLMs often struggle to adhere fully to users’ instructions in summarization and question-

answering.

Source. The world’s oldest person has died a PTGEN Leeds United fought back from 2-0 down

: - to beat Huddersfield town in the first round
few weeks after celebrating her 117th birth- of the EFL cup. (Q: What team did Leeds
day, Born on March 5, 1898, the great- United beat in the first round of the EFL cup?,

. A: Huddersfield town)

grandm()th.er ha.d lived thI‘Ollgf.l .tWO world TCONVS2S A coal mine in South Yorkshire has collapsed
wars, the invention of the television and the as a result of the loss of a coal mine. (Q:

What type of mine has collapsed?, A: Coal)
i TRANS2S  Star Wars actor James Davis said he was
the wright brothers... “locked in a caravan” and had his caravan

Output sentence. The world ’s oldest person StOlel“ dk“r;?g a bmak‘i";; ){(&QZ)W”{”)S“M he
. was [OCKeéed 1n d caravadn:?, s Davis
has died on March 5, 1898.

first successful powered aeroplane flight by

An example of unfaithful output (red texts). Instruction-hallucinations (pink text) in Q&A output.

[1] Joshua Maynez et al. On Faithfulness and Factuality in Abstractive Summarization. ACL 2020
[2] FEQA: A Question Answering Evaluation Framework for Faithfulness Assessment in Abstractive Summarization. ACL 2020



Instruction-Hallucination: Mitigation

Mitigation Strategies NATURAL INSTRUCTIONS: A dataset of 61 distinct tasks, their

> Data Augmentation human-authored instructions and 193k task instances obtained

from crowdsourcing.

X No Instruction X With Instruction
50

Data Augmentation

Augmented
Data

performance (ROUGE-L)

*
L]
-..____.‘.

Distribution Completion

10 20 30 4() 50
number of observed tasks

More instruction tuning tasks bring better performance.
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[1] Swaroop Mishra et al. Cross-Task Generalization via Natural Language Crowdsourcing Instructions. ACL 2022



Instruction-Hallucination: Mitigation

Mitigation Strategies

> Data Augmentation

Data Augmentation

Augmented

Distribution Completion

STERS

ATTRA (.
, H -
4

S

®,

A large set of supervised datasets, each with multiple
prompts with diverse wording.

Summarization

The picture appeared on the wall of a
Poundland store on Whymark Avenue [...] How
would you rephrase that in a few words?

Graffiti artist Banksy
is believed to be
behind [...]

Sentiment Analysis

Review: We came here on a Saturday night
and luckily it wasn't as packed as I
thought it would be [...] On a scale of 1
to 5, I would give this a

-

Question Answering

(I know that the answer to “What team did
the Panthers defeat?" is in "“The Panthers Arizona Cardinals ]
finished the regular season [...]". Can

you tell me what it is?

\_

Multi-task training

Zero-shot generalization

Natural Language Inference

Suppose “The banker contacted the professors
and the athlete”. Can we infer that "The
banker contacted the professors"?

93

[1] Victor Sanh et al. Multitask prompted training enables zero-shot task generalization. ICLR 2022



Instruction-Hallucination: Mitigation

Mitigation Strategies

> Regularization

Regularization

min,,(L(w) + R)

Distribution Narrowing

Learning from Feedback

Step 1

Collect demonstration data,
and train a supervised policy.

Step 2

Collect comparison data,
and train a reward model.

Step 3

Optimize a policy against
the reward model using
reinforcement learning.

A promptis A prompt and A new prompt »
sampled from our T I several model i e is sampled from Vit st
prompt dataset. landing to a & year old outputs are landing to a & year old the dataset. about frogs
sampled. |
Y ° o ) \
A Iabeler Expilgin granity Explan wer The DO!lCV o3
.. .8
demonstrates the @ @‘ o Iﬁ)n gererates 2 e N =T
desired output 7 atlita . i) an output. w
\
behaw or. Some pe(;ple went ; o ‘|,
to the moon... A |abeler ranks
| the outputs from @ S
This data is used e best to worst. 0-60-0-0 ‘
to fine-tune GPT-3 M The reward model -
with supervised NS calculates a 2
T E * e 8 e
learning. 2 . ) reward for N7
: This data is used R the output. L
i e.__8
@@@ to train our .-V?j&\. *
reward model. Ry The reward is
0-0°0-0 used to update p -
the policy
using PPO.
94

[1] Long Ouyang et al. Training language models to follow instructions with human feedback. NeurlPS 2022




Instruction-Hallucination: Mitigation

Mitigation Strategies Utilize more informative language feedback to enhance LLMs.

o Give an example of
> Regularization a lowercase vowel.

( "A" 1is a vowel. ] ® Get multiple feedback.

(_Make it lowercase.
min,,(L(w) + R) ® Select feedback.
\ Q‘ @ o
@ Is feedback incorporated? Finetuning LLMs to

chose refinement.
.a lower
case vowel

Imitation learning from Language Feedback (ILF)

Distribution Narrowing

95
[1] Jer emy Scheurer et al. Training Language Models with Language Feedback at Scale. Arxiv



Instruction-Hallucination: Mitigation

Mitigation Strategies

Align probabilities from multiple sources with human

> Regularization preferences through ranking loss.

Regularization

min,,(L(w) + R)

-~

~ Align by ranking
~ SFT from best
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[1] Zheng Yuan et al. RRHF: Rank Responses to Align Language Models with Human Feedback without tears. NeurlPS 2023



Bias and Mitigation Strategies

> Bias in Data Collection
® Source Bias
® Factuality Bias
> Bias in Model Development
Position Bias
Popularity Bias

Instruction-Hallucination Bias

Context-Hallucination Bias

> Bias in Result Evaluation

® Selection Bias
® Style Bias

® Egocentric Bias v



Context-Hallucination Bias

Definition: LLMs-based IR models may generate content that is
Inconsistent with the context.

____________

Q Query — .
% History

IR

Data — —

.................................................................................................................................................................................................................................................

Inconsistent with the context
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Context-Hallucination Bias

€ LLMs run the risk of generating content that is inconsistent with the context in scenarios where the
context is very long and multi-turn responses are needed.

Human Annotated Short Context
: Himan Anretited Long Context Understanding Tasks Understanding Tasks
Long Dependency Evidence ! . . : -
[ AR Summarization Multiple IR Question
B Please generate a what are places Answering
e T SN ) summary of the /plans of .. 7 Please answer the
e a d = | below paper. How many times/ question based on
e . A== 3 e versions of .. ? the text below.
C| VY| = Timeline &
= 1 - E?E;?:ﬁ;etgi b Comprehension & Cloze
- —— ) _ what’s the reason ttjasig g;gwe_?he
; : == . y Computation /cause/attitude FEX oW
. = Bl 13 ol : LOHQLEn;’;‘tex‘ ot manypyears/ toiards . 2 <mask-n>" could
e — e days /people of . ? why necessary be an entity (_:nC

The LooGLE benchmark for long context understanding.

[1] Jiaqi Li et al. LooGLE: Can Long-Context Language Models Understand Long Contexts?. ACL 2024



Context-Hallucination Bias

€ LLMs run the risk of generating content that is inconsistent with the context in scenarios where the
context is very long and multi-turn responses are needed.

Comprehension & reasoning Comprehension & reasoning

Timeline Overall score on LooGLE

Multiple Timeline Multiple
retrieva reorder retrieval/— \reorder
A LLaMA2-7B-32K - 41
RWKV-4-14B-pile - Az
LonglLaMa-3B-256k - 47
ChatGLM2-6B-32k 51
ShortQA Cloze ShortQAl 1 Cloze Llamalndex - T80
GPT3.5-turbo-16k - 83
GPT4-8k 84
GPT4-32k 4 199
Computation Summarization Computation Summarization S ! : 2 :
5 3 0 20 40 60 80 100
- GPT4-32k Llamalndex RWEKV-2-14B-pile - GPT4-32k Llamalndex RWKV-4-14B-pile
GPT4-Bk ChatGLM2-6B-32k LLaMA2-7B-32K GPT4-Bk ChatGLM2-6B-32k LLaMaZ2-7B-32K
—— GPT3.5-turbo-16k —— lLonglLaMa-38-256k —— GPT3.5-turbo-16k —— lLonglLaMa-3B-256k

Poor performance of LLMs on LooGLE for long context understanding.

[1] Jiaqi Li et al. LooGLE: Can Long-Context Language Models Understand Long Contexts?. ACL 2024



Context-Hallucination Bias

€ LLMs run the risk of generating content that is inconsistent with the context in scenarios where the
context is very long and multi-turn responses are needed.

10 Total Retrieved Documents (~2K tokens) 20 Total Retrieved Documents (~4K tokens) 30 Total Retrieved Documents (~6K tokens)
75 75 75
b |
70 70 70 \
> > >
© 65 © 65 ®© 65
< 60 m———— =—$ < 60 < 60
55 ' 55 55 5 8
i T 0 — N8 T =05
50 50 50 e e
1st 5th 10th 1st 5th 10th 15th 20th 1st 5th 10th 15th 20th 25th 30th
Position of Document with the Answer Position of Document with the Answer Position of Document with the Answer
=@ claude-1.3 == claude-1.3-100k =@= gpt-3.5-turbo-0613 == gpt-3.5-turbo-16k-0613 @ mpt-30b-instruct == |ongchat-13b-16k

Performance is highest when relevant information occurs at the very start or end of the context, and
rapidly degrades when models must reason over information in the middle of their input context.

[1] Nelson F. Liu et al. Lost in the Middle: How Language Models Use Long Contexts. TACL 2024



Context-Hallucination Bias

€ LLMs run the risk of generating content that is inconsistent with the context in scenarios where the
context is very long and multi-turn responses are needed.

Method Micro Accuracy Macro Accuracy

2 Steps  >2Steps Overall Norm | 2 Steps >2Steps Overall Norm
Prompting Exemplar w/o Irrelevant Context, code-davinci-002
CoT 73.5 70.8 72.4 76.2 8.3 2.5 6.0 6.3
CoOT + INST. 79.0 76.0 77.8 81.8 20.0 7.0 15.0 15.8
0-CoT 29.0 29.1 29.0 65.9 1.7 0.0 1.0 2.3
0-COT +INST. 31.6 28.8 30.5 69.3 1.7 0.0 1.0 2.3
LT™™ 74.9 81.5 77.5 82.4 16.7 20.0 18.0 19.1
LTM + INST. 80.1 81.3 80.6 85.7 18.3 35.0 25.0 26.6
PROGRAM 59.1 47.4 54.4 65.5 6.7 2.5 5.0 6.0
PROGRAM + INST. 60.6 50.9 56.7 68.3 6.7 5.0 6.0 7.2

CoT 79.8 724 76.8 80.8 16.7 10.0 14.0 14.7
COT + INST. 80.5 744 78.1 82.2 20.0 12.0 17.0 17.9
LT™™ 78.1 84.6 80.7 85.9 23.3 35.0 28.0 29.8
LTM + INST. 81.0 85.4 82.8 88.1 23.3 35.0 28.0 29.8
PROGRAM 67.0 55.0 62.2 74.9 11.7 5.0 9.0 10.8
PROGRAM + INST. 68.8 54.8 63.2 76.1 15.0 1.5 12.0 14.5

Large Language Models Can Be Easily Distracted by Irrelevant Context

[1] Freda Shi et al. Large Language Models Can Be Easily Distracted by Irrelevant Context. ICML 2023



Context-Hallu. Bias: Mitigation

Mitigation Strategies Extend LLMs' Context

> Regularization Use shifted sparse attention to extend LLMs’ context while

retaining their original architectures, and is compatible with

o most existing techniques.
Regularization 9 d

min,,,(L(w) + R)

Multi-head
Self-Attention A

b
i ” | NOrmM o5t .-'*.l
L)

Feed Forward

Fo R e e e i e e

Distribution Narrowing | (o) Shified sparse attention 4 (6] Low-rank adapt
Split context length into several groups and conduct attention in each
group individually. In half attention heads, it shifts the tokens by half group
size, which ensures the information flow between neighboring groups.

103
[1] Yukang Chen et al. LONGLORA: EFFICIENT FINE-TUNING OF LONGCONTEXT LARGE LANGUAGE MODELS. ICLR 2024



Context-Hallu. Bias: Mitigation

Mitigation Strategies Retrueval-augmented Generation

Retrieval-augmented generation equip LLMs with long
» Data Augmentation texts processing capability.

Model Seqlen.  Avg. QM QASP NQA QLTY MSQ HQA MFQA

] GPT-43B 4k 2644 1556 2366 1564 4935 11.08 2891  40.90
Data Augmentation + ret 4 2932 1660 2345 1981 5155 1495 3426 44.63
GPT-43B 16k 2945 1609 2575 1694 5005 1474 3748  45.08

Augmented + ret 16k 29.65 1569 23.82 21.11 4790 1552 36.14 47.39

Llama2-70B 4k 31.61 1634 27.70 19.07 63.55 1540 34.64 4455

+ ret 4k 36.02 1741 2874 2341 70.15 2139 4206 48.96

Llama2-70B 16k  36.78 1672 3092 2232 76.10 1878 4397  48.63

+ ret 16k 37.23 1870 29.54 23.12 7090 2328 4481 5024

s Llama2-70B 32k 3736 1537 31.88 2359 7380 19.07 4949 4835

O s + ret 32k 39.60 18.34 3127 2453 69.55 2672 53.89 5291
Distribution Completion Llama2-7B 4k 22.65 1425 2207 1438 4090 866 23.13 3520
+ ret 4k 26.04 1645 2297 18.18 4325 1468 26.62  40.10

Llama2-7B 32k 2820 1609 23.66 19.07 4450 1574 31.63  46.71

+ ret 32k 27.63 17.11 2325 19.12 4370 15.67 29.55  45.03

104
[1] Peng Xu et al. RETRIEVAL MEETS LONG CONTEXT LARGE LANGUAGE MODELS . ICLR 2024



Bias and Mitigation Strategies

> Bias in Data Collection
® Source Bias
® Factuality Bias
> Bias in Model Development
Position Bias
Popularity Bias

Instruction-Hallucination Bias

Context-Hallucination Bias

> Bias in Result Evaluation

® Selection Bias
® Style Bias

® Egocentric Bias o



Bias in Result Evaluation

Adopting LLMs as Results Evaluators in IR Systems.
/‘

. [mlfsult is better? * Pointwise
Retrieved/Recommended Results ’

______________________________________________________ , b * Pairwise
| - Y-N-9 {:3 [ Instruction <

ey

S el el - Listwise

%

\ I " Large Language Models l 7/

\. J

Selection Bias! Style Bias! Egocentric Bias!

106



Bias and Mitigation Strategies

> Bias in Data Collection
® Source Bias
® Factuality Bias
> Bias in Model Development
Position Bias
Popularity Bias

Instruction-Hallucination Bias

Context-Hallucination Bias

> Bias in Result Evaluation

® Selection Bias
® Style Bias

® Egocentric Bias 7



Selection Bias

Definition: LLM-based evaluators may favor the responses at specific
positions or with specific ID tokens.

---------------------------------

:f Which response is better? 10 ceeee—eeeeeee——————— 3 Role First Tie Second Dift
i Response 1: ..... Response 2: ..... Response 1 E Human 0.37 0.23 0.40 -0.03
“:.-_-.-.-_-.-.-_-.-.-.-.-.-.-_-.-.-_-.-.-_-:.-.-:.-.-.-.-.-.-.. ‘'_':_'.'.'::::::_'::.'_'-'-'-'-'-'-'-‘-';,l Human-NF 0.23 0.52 0.24 -0.01
E Which response is better? Response 2 E GPT-4 0.13 0.73 0.15 -0.02
{ Response2:...Responseli... 1) (A | S-nssmmmsssssmosssommooes GPT-4-Turbo  0.10 0.88 001  0.09
""""""""""""""""" ' GPT-3.5-Turbo  0.97 0.01 002  0.95
p Reoomse 1.9 \ Claude-2 038 0.13 050 -0.12
Scoring each response (1-10): Respionise 2 . Ernie 0.45 0.28 0.26 0.19

. Response 1: ...... Response 2: ...... ) 5 y Spark 0.10 0.12 0.78 -0.69
— \ T g LLaMA2-70B 048 034 0.8  0.30
Scoring each response (1-10): Resgonse 2: g Qwen 0.00 1.00 0.00 0.00

| Response 2: ...... Response 1. ...... ) L N Pal.M-2 0.51 0.00 0.48 0.03

» LLMs are widely used as evaluators via multiple-choice questions or pairwise comparison

» LLMs are vulnerable to option position changes (inconsistency)

[1] Peiyi Wang et al. Large Language Models are not Fair Evaluators. arXiv 2023. 108
[2] Guiming Hardy Chen et al. Humans or LLMs as the Judge? A Study on Judgement Biases. arXiv 2024.



Selection Bias

o . . Few-shot Promptin
Mitigation Strategies PHng
> Prompting T I ] T = mmen
Prompting J |
“Generate the : Best Aligned
texts that ... e @

Distribution Extraction

C50A Logical Deduction Abstract Algebra High School Chemistry Professional I Law

B Gap remains despite more demonstrations. The error bars represent the

B Gap shrinks with better results. range of minimum and maximum

B More demonstrations don't always reduce the gap. accuracy achievable in each task

through oracle reordering. 109
[1] Chujie Zheng et al. Large Language Models Are Not Robust Multiple Choice Selectors. ICLR 2024.



Selection Bias @) e o

Mitigation Strategies

> Prompting

Merhods RSl\t/{iMLch RStQRCAcc
Explicit debiasing instruction: Default 55 672 33 21 3
“Please note that the provided options have a/b/c/d 6.8 67.0 71 831
been randomly shuffled, so it is essential to 1/2/374 3.8 65.8 2.1 82.3
consider them fairly and without bias.” (A)/@B)/)/Mm) | 81 665 | 40 824

Debiasing Instruct | 6.1 663 | 3.9 842
Chain-of-Thought prompting Chain-of-Thought | 4.5 668 | 34 84.5

“Let’s think step by step:” Little change in RStd

Selection bias is an inherent behavioral bias of LL.LMs that cannot be addressed by simple prompt engineering.

110
[1] Chujie Zheng et al. Large Language Models Are Not Robust Multiple Choice Selectors. ICLR 2024.



Selection Bias

-

¢ - - ——— e ——

M itig atio n St ra teg ies ' (af) Multiple Evidence Calibrati()fl

! Evaluation evidence: .......

Tgc(q,71,72) \ / The scores of Assistent] : S} H++ ER;

The scores of Assistent2 : S'%, |

> Data Augmentatlon r Evaluation evidence: ....... |
b e P A @2 L

(b) Balanced | e f "{:a: scores oi‘ibs%%ltllli:irzl ».— ERz

Position Calibration} 5 [LLMs 4 ' oores o L

Data Augmentation | \g’"'i;:{f;ji{z}ii]:}{&i&é}ié};ff.'.'.'.':"""“g
N\

= 2 * The scores of Assistent] : S, & ER’.1

1
1
1
]
’

e geame et e —————————

Augmented ' /J \ | The scores of Assistent2 : S'%; | ' Cs.. = Yr Sh+St Compare the
LT r2 rl E ::'_':?:'?'_'."'.'.:::::.':'".'::"'.':':::'_'.".::'.':":?::"'.':.':':"""' | L - - |
£c(0:72, ) l"\ . Evaluation evidence: ....... | vk 5[2:74_ G {Calibrated Scores;
\ The scores of Assistent] : §2, — ER'Z 1 CSyp = T ;k == {CSr1and CSyp |

. The scores of Assistent2 : $'7; | . e Sernessepeeresne o

FairEval

Distribution Completion

B Multiple Evidence Calibration
B Balanced Position Calibration

B Human-in-the-Loop Calibration
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[1] Peiyi Wang et al. Large Language Models are not Fair Evaluators. arXiv 2023.



Selection Bias

e  ® ° ° . = x " = P — s o :
M Itl g a t ion St Fa teg 1es ; (3)_ MultlpleEwdenceCallbr atmn (¢) Human-in-the-Loop Calibration
' Evaluation evidence: ....... U
Tec(q,71,72) / The scores of Assistentl : Sfy =4+ ER; . a O
L \ . The scores of Assistent2 : 573, | O |
> Data Augmentatlon r Evaluation evidence: .......
() Bdlanced | tEEEER f The scores of Assistent1 : §2 +—ER, ! :
| | C Tha - = .2 : 5 ;
Position Calibration | LLMs ﬁ?' Wi m’"f Sz 1 WL
Data Augmentation [ Qe \l glEva]ualion evidence: ....... 5
SRR, S \ |\ The scores of Assistent1 : S, e ER'.1 ---------------------------------------------------------------
o pAemee T (@2l | e seoe of Assistn %, RESE S Compare th
% N Data | RC (g 7ar ) l"\ | Evaluation evidence: ....... : k [Zk i [Calibrated Scores:
\l o . .2 | ! 5 - E_.._f_=..l..5.3’.2.. +5m | CS,1and CS
- The scores of Assistent] : S5, —+ER’, i CSpp = T i Lor r2
‘‘‘‘‘‘‘‘ | The scores of Assistent2 : §'2, . ]
i) < N
“o.'(_.- \\.‘h,.‘.
L Lade— -y

Distribution Completion . . .
Position Switching

B Multiple Evidence Calibration k

Si, 4+ S
CSgr = E RQ—; E R—=1r1,r2
—

B Balanced Position Calibration

B Human-in-the-Loop Calibration
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[1] Peiyi Wang et al. Large Language Models are not Fair Evaluators. arXiv 2023.



Selection Bias

¢ -

Mitigation Strategies ' @) Multiple Eidence Calbratio : R ‘

-

TEC(Q! ri, ?"2) / The scores 0[ Ass?stenll : .S',}i
. The scores of Assistent2 : §

> Data Augmentatlon r Evaluation evidence: .......
. R + The scores of Assistentl : 55
(b) Balanced f The scores of Assistent2 : §'Z,

i | i

Position (‘alibrationlxi LLMs ﬁ?' st S

Dat.a Augmentation [ G \l\’ Evaluation evidence: .......
I\ 28 . .

. / * The scores of Assistent] : S, : s e e s N S el ’

Augmented ' /J \ The scores of Assistent2 : S' > Compare the
LT ¥Z2,71) Cali |
e @2 r1) | h aluation evidence: ....... | iCallbrated Scores;
i i The scores of Assistent] : SEZ 1 ER,Z CSr1 and CSyr :
. The scores of Assistent2 : $'7; | M rerreserosre e g

Please first provide a comprehensive explanation of
your evaluation, avoiding any potential bias and en-
suring that the order in which the responses were
presented does not affect your judgment. Then, out-
put two lines indicating the scores for Assistant 1 and
2, respectively.

Distribution Completion

B Multiple Evidence Calibration

B Balanced Position Calibration Output with the following format:
Evaluation evidence: <evaluation explanation here>
B Huma n-in-the_'_oop Calibration The score of Assistant 1: <score>

The score of Assistant 2: <score>

113
[1] Peiyi Wang et al. Large Language Models are not Fair Evaluators. arXiv 2023.



Selection Bias

e ® ° ™ . = x " = Sy EnE= e o '
Miti g ation Stra teg 1es ' (2) Multiple Evidence Calibration (¢) Human-in-the-Loop Calibration
' Evaluation evidence: ....... i T

TEC(Q! +1,r2) | . The scores of Assistent] : S} 1~ ER, ' a O

__________________________ \ The scores of Assistent2 : S'%, - P4

> Data Augmentation v it - JE L\ g . L
(b) Balanced f ¢ "f:t: scores oi:iss%su:nlfl) ??21 | i
Position Calibration R it . e I~ 5

Data Augmentation

J Evaluation evidence: ....... 5
_____________ | - The scores of Assistent] : S, > ER’I l T
Augmented ’ . > 1 /J ?j‘hThe scores ofAssiste.I#_z_t;:.S' { CS,y = Compare the
zc(q.r2,rl) {Evaluation evidence: ...... ! : ;Calibrated Scores,
- The scores of Assistent] : S2 e ER’, €Sy, = =———1= {(Sr180d (S;2 |
. The scores of Assistent2 : $'7; | . e Sernessepeeresne o
. @i ‘i .l i
Distribution Completion win, 5y > S’”z win,Sr1 > Srp

ER, = tie. S, = ,ER, = ti —
i<i<k 1€ 571 9 J<isk 1€, Svl 2

B Multiple Evidence Calibration lose,S}; < S5 lose, S, < S}

Bl Balanced Position Calibration BPDE = > —Perlog per

erc{win,tie.lose}

When need human?

B Human-in-the-Loop Calibration i
Y JI(ER; =er) + I(ER/; = er)

Per = 114
[1] Peiyi Wang et al. Large Language Models are not Fair Evaluators. arXiv 2023. 2k




Selection Bias

Mitigation Strategies Two hypotheses:
* Token bias. In the standard MCQ prompt, when
selecting answers from the option IDs, the model
> Rebalancing may a priori assign more probabilistic mass to
specific ID tokens (such as A or C).

* Position bias. The model may favor options

) presented at specific ordering positions (such as
Rebalancing the first or second one).

Distribution Transformation

115
[1] Chujie Zheng et al. Large Language Models Are Not Robust Multiple Choice Selectors. ICLR 2024.



Selection Bias

Mitigation Strategies

> Rebalancing

MMLU ARC
Methods RStd  Acc | RStd  Acc
Default 55 672 | 33 843
a/b/c/d 6.8 67.0| 2.1 83.1
1/2/3/4 3.8 658 | 2.1 823
(A)/B)/(C)/(D) | 81 665 | 40 824
Debiasing Instruct | 6.1 663 | 3.9 84.2
Chain-of-Thought | 4.5 668 | 34 84.5
Shuffling IDs 51 639 | 3.7 803
Removing IDs 1.0 667 | 0.6 84.9

Two hypotheses:

* Token bias. In the standard MCQ prompt, when
selecting answers from the option IDs, the model
may a priori assign more probabilistic mass to
specific ID tokens (such as A or C).

* Position bias. The model may favor options
presented at specific ordering positions (such as

the first or second one).

* The removal of option IDs notably reduces selection

bias (RStd decreases)
* RStd is little changed by shuffling option IDs

116

[1] Chujie Zheng et al. Large Language Models Are Not Robust Multiple Choice Selectors. ICLR 2024.



Selection Bias

The core 1dea of PriDe 1s to obtain a debiased prediction distribution by separating the model's

prior bias for option IDs from the overall prediction distribution.

Conditional independent assumption
Pobserved(dilqa EI) — Zq_,ifpprior(dim; :EI)Pdebiased(OfI(’i) |Qa :L'I)a VI € I:Z = {1: 21 e 'T'L}

L ) \ )
/ ' '

normalization item prior bias for the option ID  true belief about the option content

T 1 : .
Pobserved (di|q, 2") = Z_ 1 Porior(di|q) Pacbiased (07, (1) |¢, B), VI € T,i € {1,2,...,n}

-

Pdebiased(oi‘%m) X Pobserved(dz'|Qam)/Pprior(di): (S {17 2: an}

117
[1] Chujie Zheng et al. Large Language Models Are Not Robust Multiple Choice Selectors. ICLR 2024.



Selection Bias

MMLU CSQA
N /"‘H A == !
= i ’
] ~ |
2 -6+ f,./@ ' ’
— o | B R
g -3 4 ~&— Full Perm -3 - / ~&— Full Perm | |
o __A—4#— Cyclic Perm v & Cyclic Perm -3 1 4 < Cyclic Perm
< ¥ _—* | priDe v —#— PriDe _, v — PriDe
0 1 '?’V 1 X I x: A ¥ . 1 O _‘ | ] o I Lk LT B " I 0 1 l’ ] I I I
@ _
8y / 81 —4— Cyclic Perm ’
2 l 6 - PriDe 7o
241 £ ’
o / 4
=3 V4 - 3
O 2 - ~&— Full Perm —&— Full Perm _
g | Cyclic Perm —&— Cyclic Perm 2 ' i
y" @ = PriDe —— PriDe , 4
0 i ‘?—I’Wﬁa Ll L I L} TE T SR J I LA | ] % I L LEELIE L I 0 1 r I Ll I I
x1 X2 x4 x8 x24 x1 X2 x4 x8 x24 x1 %2 x3 x4 x5

X-axis: Computational costs

PriDe achieves interpretable and transferable debiasing with high computational efficiency
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[1] Chujie Zheng et al. Large Language Models Are Not Robust Multiple Choice Selectors. ICLR 2024.



Selection Bias

A Recall Std (%) A Accuracy (%)

STEM - -5,5 |-55
- =4
‘s Social Science - =568 5.1
= |
o —6
% Humanities — 45 4.9
5
o Others - -5.2 -4.9 -8
n
ARC- 4.1 -4.0
1 !
2 9
Q/'é\ &xe
S (‘;\‘Z'Q ,bé"
> L
2 S
&R .
P Target Domain

The estimated priors can generalize across different domains
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[1] Chujie Zheng et al. Large Language Models Are Not Robust Multiple Choice Selectors. ICLR 2024.



Bias and Mitigation Strategies

> Bias in Data Collection
® Source Bias
® Factuality Bias
> Bias in Model Development
Position Bias
Popularity Bias

Instruction-Hallucination Bias

Context-Hallucination Bias

> Bias in Result Evaluation

® Selection Bias
® Style Bias

® Egocentric Bias 0



Style Bias

Definition: LLM-based evaluators may favor the responses with specific
styles (e.g., longer responses).

Intervention

Question and Answer Generation [ A}, (Factual Error) J Fallacy Oversight Bias
@ 0 Verbosity Bias The square root of 36 is 7. This is because 7 multiplied by 7 equals

36. The square root of a number is a value that, when multiplied by

What is the square root of 36? Positional Bias itself, gives the original number.
_ @ igeCoo vl Authority Bias
[ Ay ] . [ A; ] The square root of 36 is 6. This i1s because 6 multiplied by 6 equals
The square root of 36 is 6. This The square root of 36 is 6. This 36. The square root of a number is a value that, when multiplied
is because 6 multiplied by 6 is because 6 multiplied by 6 by itself, gives the original number (Weisstein, Eric W. "Square
equals 36. In other words, 6 is equals 36. The square root of a Root." From MathWorld--A Wolfram Web Resource.
the number that when squared number is a value that, when https://mathworld.wolfram.com/SquareRoot.html).
(multiplied by itself) gives the multiplied by itself, gives the
\_result of 36. ) original number. A;’ (Rich Content)

The square root of 36 is 6. . This is because (6] multiplied by
(6] equals 36. The square root of a number is a value that, when
multiplied by itself, gives the original number. £}

121
[1] Guiming Hardy Chen et al. Humans or LLMs as the Judge? A Study on Judgement Biases. arXiv 2024.



Style Bias

BART-Base -
BART-Large -
BART-Base-CNN -
BART-Large-CNN -
BART-Base-XSUM -
BART-Large-XSUM A
T5-Small 1
T5-Base -
TS-Large
T5-Small-CNN A .
T5-Base-CNN - an evaluator prefers longer summaries
T5-Small-XSUM -

04
Ts-largexsum{ NS . .
iy : — » Lower negative score:
GPT2-Medium - 0.36 .
GPT2-Large - 035 an evaluator prefers shorter summaries
GPT3-Curie 1 f 0.38
FLANT5-Base - 0.18
FLANTS5-XL A 0.23
Cohere-Command . . 1 : .
-0.6 -0.4 -0.2 0.0 0.2 0.4 0.6
Spearman Correlation

Spearman Correlation between the length of generated summaries

» Higher positive score:

Evaluator

and the reference-free scores assigned by each evaluator.
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[1] Yiqi Liu et al. LLMs as Narcissistic Evaluators: When Ego Inflates Evaluation Scores. arXiv 2024.



Style Bias

1.0 T o o QO o4
m 54 () 0.5 4 () () () C ()
E) 0.0 4 g 004 () () )
1 Lo | || Both LLMs and Humans Prefer Longer Answers
-1.01 o O ~1.01 T
LLM as Evaluator Human Evaluation

(21} (22}

B Human prefer longer answer: human alignment high
B Human prefer shorter answer: human alignment low

D

LLMs still chose the longer answers regardless

Human Alignment
Human Alignment

* -100% -50% ki C:ji':sbi” - +50% +100% e -100% 50% _r Cni?\?l)iﬁ - +50% +100% of th e h el pfu I n ess of th e S h o rte r a n swe r’
(a) GPT-4 (b) GPT-3.5

Y-axis: human alignment (rate of LLM’s decision agreeing with humans)
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[1] Keita Saito et al. Verbosity Bias in Preference Labeling by Large Language Models. Workshop @ NeurlPS 2023.



Style Bias

Answer Features Elo Ratings
H
# of words CANGHGE e S — GPT-4 Claude-1
Errors Errors
Crowd Expert
Gorrect ~ 100 NA. 0 1001 @@ 1162 1432 BB 1320
+ Short ~ 50 N.A. 0 970 1B 1029 1096 0 1052
One Minor Factual Error ~ 100 N.A. 1, minor 1074 B 1137 1415 [ 1265
+ Short ~ 50 N.A. 1, minor 1002 - 064 988 997
Several Minor Factual Errors = 100 N.A. ~ 3, minor 1032 B 1024 1206 1182
+ Short = 50 N.A. ~ 3, minor 952 B 873 851 891
Several Major Factual Errors = 100 N.A. ~ 3, major 1025 892 861 979
+ Short ~ 50 N.A. ~ 3, major 937 B 832 710 782
Advanced Learner ~ 100 Spelling 0 1041 B 1138 1213 N 1126
+ Short ~ 50 Spelling 0 91 BB 986 824 841
Intermediate Learner ~ 100 Grammatical 0 1015 R 1108 771 904
+ Short ~ 50 Grammatical 0 9221 BB 855 582 662

GPT-4 considers “Several Minor Factual Errors” (1206 Elo) to be better than “Correct + Short” (1096 Elo)

124

[1] Minghao Wu et al. Style Over Substance: Evaluation Biases for Large Language Models. arXiv 2023.



Style Bias

Cause of Style Bias

Training goal of LLM: generate fluent and verbose responses

¥

Prefer fluent and verbose response when employed for evaluation

Prompting-based Method

"Please evaluate the following responses based on the accuracy, relevance, and clarity of
the content, without giving undue weight to stylistic elements such as length, formatting, or

use of special characters. Focus on whether the response effectively addresses the prompt

or question, regardless of its style."

[1] Lianmin Zheng et al. Judging LLM-as-a-Judge with MT-Bench and Chatbot Arena. NeurlPS 2023 Datasets and Benchmark Track
[2] Hui Huang et al. On the Limitations of Fine-tuned Judge Models for LLM Evaluation. arXiv 2024.
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Bias and Mitigation Strategies

> Bias in Data Collection
® Source Bias
® Factuality Bias
> Bias in Model Development
Position Bias
Popularity Bias

Instruction-Hallucination Bias

Context-Hallucination Bias

> Bias in Result Evaluation

® Selection Bias
® Style Bias

® Egocentric Bias 0



Egocentric Bias

Definition: LLM-based evaluators prefer the responses generated by

themselves or LLMs from the same family.

'Egocentric bias

[1] Ryan Koo et al. Benchmarking Cognitive Biases in Large Language Models as Evaluators. arXiv 2023.

me
|~I:)‘ - -.l'..l ’ ..". -
R | OTHER
) i !
® :

ot .' g
“EGOCENTRIC
BAS
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Egocentric Bias

Cause of Egocentric Bias:
3.95
The model could share the same concept of
3.9 evaluation criteria during generation and evaluation
3.85
3.8
3.75

Human GPT-3.5 Human GPT-3.5 Human GPT-3.5
Summary Summary Summary Summary Summary  Summary

Human Summary is Better LLM Summary is Better Equally Good

G-EvaL-4 always gives higher scores to GPT-3.5
summaries than human-written summaries, even when

human judges prefer human-written summaries.
Serving both as a referee and an athlete

128
[1] Yang Liu et al. G-Eval: NLG Evaluation using GPT-4 with Better Human Alignment. EMNLP 2023.



Egocentric Bias

Impact of Egocentric Bias:

» Biased Evaluation: Overestimate the results from their own output
» Model Collapse: Overfitting to their own evaluation criteria

Model Generated Data

a.1 \:: —_— ... .\ Data' j.‘—}
\ i

Data = Da‘taj Q. Dox‘tan

— e

T‘imehlﬂe 0..n

[1] Yang Liu et al. G-Eval: NLG Evaluation using GPT-4 with Better Human Alignment. EMNLP 2023.
[2] llia Shumailov et al. Al models collapse when trained on recursively generated data. Nature 2024
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Egocentric Bias

Evaluated by

BARTScore

e
Evaluated by

Document

E o
T

T5Score

e
Evaluated by

0.16(0

Souce Generators

GPTScore

Evaluators

Darkest cells along the diagonal line

Generative evaluators tend to assign

higher scores to the content generated

by the same underlying model.

The more match of fine-tuning configuration

Generator

Cohere-Command(155.7)

BART-Base(81.0) 0.90

BART-Large(85.2)
BART-Base-CNN(51.3) 0.97
BART-Large-CNN(56.6) 0.94
BART-Base-XSUM(20.0) 0.76
BART-Large-XSUM(20.5) 0.83

0.98

T5-5mall{40.9)

T5-Base(41.7)
T5-Large(48.0)
T5-5mall-CNN(24.7)
TS-Base-CNN{50.8)
T5-Small-XSUM(24.7)
T5-Large-X5UM(21.5)
GPT2(34.8)
GPT2-Medium({34.2)
GPT2-Large(31.9)
GPT3-Curie(35.4)
FLANT5-Base(25.1) - 0.90

FLANT5-XL(27.5) -

Evaluator

and model size for both the generator and

evaluator, the more pronounced the bias!
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[1] Yiqi Liu et al. LLMs as Narcissistic Evaluators: When Ego Inflates Evaluation Scores. arXiv 2024.



Egocentric Bias

Reviewers

1
1’
A + B Better contestant's review weigh more
Jy : Better contestants |
+ : i oy

score higher  §, !

Mitigation Strategies

> Data Augmentation

=
1
. Multiple Evaluat i seorer
uitipié cvaiualors
w? Score
Answer; How do credit/debit cards work? What is the process of putting money in and getling it out? A = c 2
™ ™
m credit or debit card is basically just an 2 ;
ebit cards are linked to a bank account | —.
aasy ey 10 alow gasr;op & spealcio and whenever you pay [...] amount is W3 S
B YOUP DSk deducted]...] A cares
) irst you go into the bank, [...] ) ) )
Pairwise
= = Contestants ; i
P, Normal
[ Initial (Answer 1 provides a more detailed and) Answer 1 provides a basic overview of ) A Battles Win Rate Matrix f = - — J
Review |araiive explanation, using an analogy [..] at a high level. However, [...] Reviewer (Multi-round)Gontestent
of [...] Answer 2 the other hand, is Answer 2 provides a more coherenl Weight Vector Score Vector
| @ A TYore cannisT;r;:lih:g:s[ r'n]ore technical | xplana{ion by separately discussing how P R k d D . . b d I t- f k
| - i ” | eer Rank an ISCUSSION-DAased evaluation rramewor
b e

Discuss answer of 1 and 2 with reviews from A and B in mind [...] again output choice on a line

_ _ _ - _ GPT-3.5 0.387 0.621
| can appreciate Reviewer A's perspective on [...] Upon reflection, for the purposes of this
[ o qulzsti.on.l:c:cs.a's.sibilli;\\:.r and comi?rehtlensiwlegeo;s are most irr;porlantt[..,}\ . ] Claude 0.3 19 0.607
| after considering Reviewer A's perspective, | wou ange my preference to Answer ; GPT— 4 0 4 0 6 0 64 3
] ] ] GPT-4 & Claude & GPT-3.5 | 0.403 0.666
Improves correlations with human judgments All Reviewers (Weighted) | 0.410 0.673
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[1] Ruosen Li et al. PRD: Peer Rank and Discussion Improve Large Language Model based Evaluations. arXiv 2023.



Outline

Introduction
A Unified View of Bias and Unfairness
Bias and Mitigation Strategies

Unfairness and Mitigation Strategies

Vv VYV Y Y V

Open Problems and Future Directions

132



Fairness in Information Retrieval

« Only choosing relevant documents/items to users is not enough

- Unfairness happen in each step of IR

—
i
i

x’}?“-' g

/

- Learner
User System / \\
... +© Interactlon E $
U = ﬁs
s Query/ - online model log data D =
L T new model &
g evaluation

Ranking list update
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Fairness in Information Retrieval

« Only choosing relevant documents/items to users is not enough

- Unfairness happen in each step of IR

> User unfairness

g7
f.az':?;-‘;;r
V 4
_!:'-5:5.'.;?:’. -|
Fil
|
| |
P X
4 Y
User-System
... > O Interaction
.” g

~ User -Qu;er_y ,
Discrimination o
against certain user

I ~
group! "y

~ = !

//» Learner T

online model |— |Jlogdata D =
T new model «t
evaluation
Ranking list update
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User Unfairness Concequences

v
Ay KAy Kay
3P
o/ Qe Qs
Different groups often find Categorize and assign different
themselves trapped in news information to specific groups
information bubbles hinder diversity
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Fairness in Information Retrieval

« Only choosing relevant documents/items to users is not enough

- Unfairness happen in each step of IR

> ltem unfairness .
Exposure opportunities are

/different to different items! I .

]

-

= g Learner
y User-System / \\
7Y  Interaction |
.,:I -
: online model log data D
| T new model &
g evaluation /

L update

136



MATTHEW|
EEEECT]

\N

Make rich item more rich and Let small providers leave the platform,

poor item more poor causing monopoly provider
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Distribution Alignment Perespective

> Fairness->subjective distribution

» Target distribution may be different under different fairness concepts

Ensure Fairness

unfair distribution fair distribution
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Distribution Alignment Perespective

> Fairness->subjective distribution
» Target distribution may be different under different fairness concepts

([ mewz ;l \ —

E;: " o

e HEvS ] -
- - e
e —

align \ )
-

il ~

Ewe —
= 5
! HEvE - REE
Ensure Fairness - o wf —
T ) C— -,
e, -

User Fairness

unfair distribution fair distribution
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Distribution Alignment Perespective

> Fairness->subjective distribution

» Target distribution may be different under different fairness concepts

=R - < <
o E align - = )
= )
~m e M =

Ewe
=3
LR REwE =
. - = A~ '
Ensure Fairness P =
-~ \_ = J

User Fairness

unfair distribution fair distribution

Item Fairness
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Fairness in Information Retrieval

> User fairness V.S. Item fairness

> Equality V.S. Equity
« Equality: every user borns similar

« Equity: every item borns different

N N [
Equality Equity
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Fairness in Information Retrieval

> Other fairness
 Individual fairness
« Group fairness

* Envy-Free

N N [
Equality Equity
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Fairness in LLMs

Large Language Models

ChatGPT . Claude m LLaMA

Enhance or |As IR Models
d Unfairness

As Results Evaluators
d Unfairness

New Data Sources

LLMs as IR Models Retrieved/Recommended Results
©L 1) : Gaa
) LMs Enhanced IR Models a » . . m «
QR OQ—< =
: [Whlch result is better"]
(a) Data Collection (b) Model Development (c) Result Evaluation

|

Unfairness happen in

Data Collection
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Question

In data collection stage, what factors

will lead us to collect unfair data?



Unfairness in Data Collection

> Social media is unfair

Certain view
Different culture

The Media Bias Chart ®

Viersson B0

{rir Fap s it Mendrs Shaws Hight Hypesr-Fartisar ["ifl'" bt Fxdrame Fight
- - Type Key
|
| Ml
| REUTERS | st
' ehabl

l5"'[;ru|: RE

ENoUIRER

W RLDTRUTH.TV

LEFT Bias RIGHT -
June 2020

Licensed Copy
ter [@adlonlesmeda 145

sge information availsble at adfontesmedia com | Twalte

2020 Ad Fonles Media, Inc | Methodology, icenses, and usag



Unfairness in Data Collection

> Historical data are not fair Notable Milestones in Gender Equality

« Gender equality

« Race equality @ 1900: Married @ 1944:The @ 1969: First @ 2003:In Lawrence
Women's Property Women's Army "no-fault” divorce v. Texas, Supreme
* e Acts in every state Auxiliary Corps law adopted Court strikes down
formed by the by California state laws that make
U.S. Army gay sex a crime
2021: Kamala
Harris becomes
1920: 1973: Supreme Court first woman
White women 1963: ruling in Roe v. Wade (and Black and

@ allowed to vote @ The Equal Pay Act @ made abortion legal @ Asian) VP

2 Investopedia
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Unfairness in Data Collection

 Different Culture has their own data

147



Question

In data collection stage, will the unfair data

influence IR systems involved by LLMs?



Explicit Unfairness in Data Collection

* Pretrain on these unfair dataset will make LLMs be discriminatory for users in IR

> Explicit unfairness

> LLMs will delivery different types of news/music/movies to different user groups

Neutral

| am a fan of Adele. Please
provide me with a list of 20
song titles in order of
preference that you think |
might like. Please do not
provide any additional
information about the
songs, such as artist, genre,
or release date.

1. Someone Like You

2. Rolling in the Deep

3. Set Fire to the Rain

4. Hello

5. When We Were Young
6. All | Ask

7. Skyfall

8. Rumour Has It

9. Chasing Pavements

&

ReclLM

I

Sensitive Attribute 1

| am a white fan of Adele. Please .
provide me with ...... User
1. Someone Like You
2. Rolling in the Deep
RecLLM 3. Set Fire to the Rain
4. Hello
. Simiflar 5. When We Were Young

| am an African American fan of ...
Adele. Please provide me with ...... Liser
| Dissimilar! | 1. Love on Top
il | 2.1 Will Always Love You
Unfair! 3. Ain't No Mountain High Enough
; 4.1 Wanna Dance with Somebody
/] 5. Purple Rain
RecltM | -

Attribute Value
Age middle aged, old, young
"""""" Arnerican, British, Brazilian '
Country Chinese, French,
| German, Japanese | | | |
 Gepger boy, girl, male, female
Continent -~ African, Asian, American,
doctor, student, teacher,
Occupation .
............... worker, writer
Rt African American,
e black, white, yellow
. Religion - Buddhist, Christian, Islamic
Physics fat, thin

Music Religion

Music Continent

0.88

0.80 - e = _
Buddhist — = —+— African . |
9.33 Christian s p e | 088 American . ——
] = el
0.70 Islamic  ~ % i Asian e |
¥ 0.65{ P BT |
5 0.82 = |
0.60 & fa |
o/
o 0.55 oso 5
qr |
0.50 0.781 /4 |
& |
0.45 gl 4
4 6 8 10 12 14 16 1B 20 2 4 6 8 10 12 14 16 1B 20
@K
Movie Race Movie Country
= I
0.65 African American _ 0.75 American —«_, _ |
black | 670 Brazilian e S
3 0.60 — ; T o |
® white ST s «— British B R e
¥ 0.55 yellow ' —+— Chinese Te—— |
Q 0.60 F
—=— French
o 0.50 e S |
0.55 German —
0. 0.45 [
e i 0.50 - Japanese
0.40 A |
0.45 [

4 6 8 10 12 14 16 18 20

@K

10 12 14 16 18 20

@K
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Implicit Unfairness in Data Collection

* Pretrain on these unfair dataset will make LLMs be discriminatory for users in IR

» LLMs make the implicit unfairness in IR tasks

> LLMs will delivery different types of news/jobs according to user gender and race

I Male B Female [ White @ Black W Asian I Male  mm Female [ White e Black BB Asian

Ratio

590“5

0 ; _ ¥ = -
e cal  ness gon | icat
5TV (redic®nsin®™? yueati®echn ot

(b) Job Race

s fe e@caﬁoﬂ pealt®

(d) News Race

e s e won h it s g
‘,g'uﬂc W cducati® peatt a gpott 0

(c) News Gender

g;mﬁ“m‘

0.0 5 ; ; ;
53‘-\;106 med‘,_cﬂ\bugmeﬁiﬁ uc,ﬁ“{’% eﬁh“‘cataﬁa&ﬂmem

en
(a) Job Gender
Figure 2: The discriminatory behaviors against certain topics of LLMs under job and news domain for user names

belonging to different Gender and Race groups.
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[1] Chen Xu et al. Do LLMs Implicitly Exhibit User Discrimination in Recommendation? An Empirical Study



Implicit Unfairness in Data Collection

* Pretrain on these unfair dataset will make LLMs be discriminatory for users in IR
» LLMs make the implicit unfairness in IR tasks

> LLMs will delivery different types of news/jobs according to user geographic information

politics life educatlon

M
i E“?v
: I

health

service medical business

% %ﬁ

education technical enterl:amment

< "%fw S|

(a) news (b) jobs

Figure 3: The discriminatory ranking behaviors against certain topics of LLMs under job and news domain for user
names belonging to different Continent groups. A deeper red color indicates that LLMs are more likely to assign
this type of news or jobs to users in the continent, while a deeper blue color suggests that LLLMs are less likely to
assign this type of news or jobs to users in the continent.
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Implicit Unfairness in Data Collection

« Why LLMs can learn such implicit unfairness

» LLMs can well learn the implicit relation bettween names and sensitive attribute

0.7
BN Male names BB Female names 0.6 SN Whitsnames W Asian names
_ 08 - B Black names
1 E do 0.52 505 047 0.45

E 0.5 0.48 0.46 (‘% ;
W 0.4
204 e 0.350.35
3 203
203 2
£ &
© 0.2 ° 0.2
o (o]
= 0.1 = 0.1

0.0 0.0

Male Female White Black Asian
(a) Gender (b) Race

True State (color)
@® Predicted Medoid

[1] Chen Xu et al. Do LLMSs Implicitly Exhibit User Discrimination in Recommendation? An Empirical Study
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[2] Wes Gurnee et al. Language Models Represent Space and Time



Unfairness in Data Collection

* Pretrain on these unfair dataset will make LLMs be discriminatory for both item and user in IR

» LLMs will delivery different ranking patterns

Search Query: Agriculture. Rank the passages based GPT-3.5 GPT-4 Mistral-7b Llama2-13b

on their relevance to the search query: S = . =

1. Hana Meisel (female agronomist)

2. Thomas Giles (male pastoralist) T | T | T | T

3. Theodor Bergmann (male agronomist)

3. Hana Meisel (female agronomist) . . . _ r . . . ‘ . ‘ .
Neutral Male Female Neutral Male Female Neutral Male Female Neutral Male Female

1. Thomas Giles (male pastoralist) : ' | [ —
2. Theodor Bergmann (male agronomist) B B L | L | 1]

(a) Listwise Evaluation TREC 2021 Location TREC 2021 Location

Search Query: Agriculture. Rank the TWO
passages based on their relevance to the search gquery:
1. Hana Meisel (female agronomist)

2. Thomas Giles (male pastoralist) “

El 1. Thomas Giles (male pastoralist)
@ 2. Hana Meisel (female agronomist)

[1] Wang Y, et al. Do Large Language Models Rank Fairly? An Empirical Study on the Fairness of LLMs as Rankers 153

Un-protected % Protected % Ur{protected % Protected %
Relevant Items Irrelevant Items
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Question

In data collection stage, how can we

mitigate the unfairness?



Unfairness in Data Collection

» How can we improve fairness in data collection phase?

- Data augmentation
 Data filtering
- Rebalancing

- Regularization

Data Sampling
(a) Data Augmentation (b) Data Filtering

Truncated Data

A
>
e

Distribution Truncation

« Prompting

Distribution Reconstruction

(c) Rebalancing (d) Regularization (e) Prompting

min,,(L(w) + R)

Distribution Transformation Distribution Narrowing

»¥ Best Aligned
g

Generate the ..« y

texts that .. ;

o
S
-------

Distribution Extraction
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Unfairness in Data Collection

» How can we improve fairness in data collection phase?

- Data augmentation

A
i“‘
o

oy

s 0
Cd ~o e
- ~te
-y, *-l...’

Distribution Completion

1 Original example:
"[he] is at 22 a powerful [actor]."
Perturbed examples:
epoch 1 = "[girl] is at 22 a powerful [UNK]."
epoch 2 = "[boy] is at 22 a powerful [actor]."
epoch 3 = "[She] is at 22 a powerful [actress]."

2 Original example:
"[she] beautifully chaperon the [girls] in the kitchen."
Perturbed examples:
epoch I = "[lady] beautifully chaperon the [women] in the kitchen."
epoch 2 = "[girl] beautifully chaperon the [boys] in the kitchen."
epoch 3 = "[he] beautifully chaperon the [men] in the kitchen."

Design a template and replace demographic feature with the

placeholder to form a new sample
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Unfairness in Data Collection

1 Original example:

» How can we improve fairness in data collection phase? el is at 22 a poverful actor]

- Data augmentation

.
Y At
’
/ o \
»
¢ A N\
'Sy .
e TR
= “".»

Distribution Completion

Substituting gender-words can help fill the missing data

Utilizing those data to fine-tune can improve fairness!

Perturbed examples:
epoch | = "[girl] is at 22 a powerful [UNK]."

A 4

epoch 2 = "[boy] is at 22 a powerful [actor]."
epoch 3 = "[She] is at 22 a powerful [actress]."

2 Original example:
"[she] beautifully chaperon the [girls] in the kitchen."”
Perturbed examples:
epoch | = "[lady] beautifully chaperon the [women] in the kitchen."
epoch 2 = "[girl] beautifully chaperon the [boys] in the kitchen."
epoch 3 = "[he] beautifully chaperon the [men] in the kitchen."

1 Training " “ 1
: List of the Gender-words i
. Q@ : lady, mom, sister, etc i
i | Downstream task training example ¢ sir, man, dad, his, etc. -
1 o
: ” | ;
E | ¢ E
1 I 1 1
Vs Gender-word(s) | | Perturbation-loss —
i 1
= perturbation _ (Loerturs) ~ !
: S|
: | S
a g
' | Gender-perturbed training example e} E, i
1 - —
: " s |
- 1
i g
- p— Ak
' s Fine-tuning 1 » Fine-tunning loss ) i
. T (classification) {Lfine—tlming) | =
— 2 :
: 1




Unfairness in Data Collection

» How can we improve fairness in data collection phase?

- Data augmentation

A
i“‘
o

g

0
Cd ~o e
- ~te
-y, *-l...’

Distribution Completion

However, when samples and demographic features becomes

too many, the computation cost will be large!

1 Original example:
"[he] is at 22 a powerful [actor]."
Perturbed examples:
epoch | = "[girl] is at 22 a powerful [UNK]."

A 4

epoch 2 = "[boy] is at 22 a powerful [actor]."
epoch 3 = "[She] is at 22 a powerful [actress]."

2 Original example:
"[she] beautifully chaperon the [girls] in the kitchen."”
Perturbed examples:
epoch | = "[lady] beautifully chaperon the [women] in the kitchen."
epoch 2 = "[girl] beautifully chaperon the [boys] in the kitchen."
epoch 3 = "[he] beautifully chaperon the [men] in the kitchen."

{ List of the Gender-words

Q@ : lady, mom, sister, etc

: 1
: ]
i i
1
i | Downstream task training example ¢ sir, man, dad, his, etc. -
L "
: ” | ;
1
! l. 4 i
1
: { 1
: Gender-word(s) P jon- !
: erturbation-loss ==
: erturbation i > | i
I = P ’ (Lpermm) L) :
: o |
: l -
: g/ !
' | Gender-perturbed training example e} E, i
1
: i E :
: | 3|
‘ K :
e 5| !
" 5 TR H 1
! g Fine-tuning PE— Fine-tunning loss ) ;
' a (classification) {Lfille—tlming) | -
: o 1
' 1
- 1
: i




Unfairness in Data Collection

» How can we improve fairness in data collection nhase?

- Data augmentation

uy

o .,
____
o

.
.t
.
.
.
o
Q

)

s
-
_"__a“‘

Distribution Completion

Compute based methods
» (a) Coreference resolution

» (b) Language modeling

5.08

1. The doctor ran because he 1s late.
1.99

15: The doctor ran because she is late.

—0.44

25: The nurse ran because he is late.
5.34

20: The nurse ran because she is late.

(a) Coreference resolution

A B mPr[B| 4]
15: Heisa | doctor. 9.72

l5: Sheis a | doctor.  -9.77
25: Heis a | nurse. -8.99

26: She is a | nurse. -8.97

(b) Language modeling
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Unfairness in Data Collection

» How can we improve fairness in data collection phase?

- Data augmentation

Counterfactual Data Augmentation (CDA)
o » Pair-construction

» Inverse probality resample

Templates T: “The [OCCUPATION] ran because he is

late.”

Distribution Completion

Compute based methods l

“ : ”
> (a) Coreference resolution The [doctor] ran because he is late.

> (b) Language modeling more “The [nurse] ran because he is late.”
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Unfairness in Data Collection

» How can we improve fairness in data collection phase?
- Data Filtering

Unfiltered Blocklist
dataset filtration

Data Filtering

Baseline Conditional
Filter words model likelihood
Truncated Data

(1517M) filtration

Distribution Truncation

Filtered
’ Filtration method dataset
. . . . . Dataset
Pre-design certain filtering words or phrases ® voce
Filtered
~ Human Input models

(355M)

[1] Helen Ngo Mitigating harm in language models with conditional-likelihood filtration Arvix 161



Unfairness in Data Collection

» How can we improve fairness in data collection phase?

« Rebalancing

Rebalancing

Popularity
Re-weight

Distribution Transformation

Re-weight item according to their popularity or other pre-

defined statistics

Weight

Head ; Long Tail 9

Items
These items are: | These items are:
* High-impact » Low-impact
* Popular = Niche
* Few in number I = Many in number N N/g
* Mainstream . * Obscure

According to popularity
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Unfairness in Data Collection

» How can we improve fairness in data collection phase?

- Regularization: perturb sentence regularized by a target distribution

Regularization

Distribution Narrowing

Conditioning Text
with Attribute

My friend is a/
an _, and we...

perturb sentence regularized by a target distribution,
such as resample data or resample certain words

Generated
Continuations

Sentiment
Distribution

had a grand time | -
organising...(0.97))

('re working on a |
prototype for her
banana bread
_recipe...(0.51)

the time all the

| problems...(0.17) |

" ™) =
hear from herall | = F

baker
| accountant

10.28

0 50 100
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Unfairness in Data Collection

- Regularization: perturb sentence regularized by a target distribution

Conditioning Text
with Attribute

My friend is a/

{ Prediction Loss for ’L}

Many tourists visit France for ....

[ Documents ]—)[ Original sentence

=

XL

~

i 5

an _, and we...

Generated Sentiment
Continuations Distribution
had a grand time | - 1.0
organising...(0.97 u
rganising. (037 0.8%
("re workingona ) ?
prototype for her | _ = 0.6
banana bread 0:d E
recipe...(0.51) ' =
- =
(hear from her all | = :ii‘s:ntant 0.21
the time all the 0.0

| problems...(0.17) 0

[ Perturbed sentence ]—)»

Many tourists visit Italy for ....

Extracted Vo O
embeddings - =
h (aj ) Classifier
(e.g., sentiment
classifier)
Extracted
embeddings > >
h ( ’i) (optional)

Fairness Loss J

(cosine similarity)

f5,(n(7))
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Unfairness in Data Collection

» How can we improve fairness in data collection phase?

« Prompting

Refusal >g Bias

oS

Generate the . / l Best Ahgned Headline
KAl
texts that ... & /7 e ‘
: I ! A ———————
Word
Level | -« — News ™
Sentence = Text ™
Level —
Document
Level

S
o
.
------

Distribution Extraction

Design a prompt to make LLMs generate certain
content but set a rule to refuse certain unfair sample
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Unfairness in Data Collection

» How can we improve fairness in data collection phase?

« Prompting

»»  Best Aligned

suny
o

/azx
/

Generate the

texts that ... =

Fair-aware prompt

S
o
.
------

Distribution Extraction

Design a certain fairness-aware prompt to generate
fair and unbiased items

I need to generate new NLI
items for a given trait.
Here are some examples:
###

Trait: High Discrimination
Items (3):

[ITEMS]

ilidid

Trait: Low Discrimination
Ttems (3):

[ITEMS]

il

Trait: High Discrimination
New Items (5) :
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Fairness in LLMs

Large Language Models

ChatGPT . Claude m LLaMA

Enhance or |As IR Models
d Unfairness

As Results Evaluators
d Unfairness

New Data Sources

LLMs as IR Models Retrieved/Recommended Results
©L 1) : Gaa
) LMs Enhanced IR Models a » . . m «
QR OQ—< =
: [Whlch result is better"]
(a) Data Collection (b) Model Development (c) Result Evaluation

|

Unfairness happen in

Model Development
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Question

In model development stage, what

factors will cause unfairness?
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Unfairness in Model Development

Document

s S s )
LERS . -

 Unfairness happen when LLMs enhanced/as IR models
> Pretrain-finetune style

> Instruction-tuning

> ...
[ Neural IR J

~

i

& b an '
Query Query

Document

[LLM+IR}
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Unfairness in Model Development

 Unfairness happen when LLMs enhanced/as IR models

> Few-shot learning will cause user unfairness

Hello, I'm Michael, a U.S. resident, with a GPA of 3.8 and an LSAT score of 130. I'm considering applying to
“ Stanford University. Could you provide insight into whether my application is likely to be accepted or rejected?

Rejected

But | am from financially weak background, and | have made the utmost effort with the resources at my
“ disposal. Could you inform me whether my application will be accepted or declined?"

Accepted
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Unfairness in Model Development

 Unfairness happen when LLMs enhanced/as IR models

> Few-shot learning will cause user unfairness

~

“ What % of black people were stopped by the police in New York under ‘Stop and Frisk’ policy ?

... In 2011, about 53 % of the stops involved black individual, while they made up around 23% of city’s population.

Hispanic individuals accounted for about 34% of the stops, despite comprising around 29% of the population.
” In contrast, white individuals made up about 9% of the stops, while they constituted 33% of the population ...

“ What would be an ideal percentage of black people to be stopped to ensure fairness ?

... |If black people make up 23% of the population, it would be fair for them to account for 23% of the stops ...
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Unfairness in Model Development

 Unfairness happen when LLMs enhanced/as IR models

> Fine-tune on LLMs will enlarge the item unfairness

MovieLens1lM Steam

—&— topk:1 —~&— topk: 1

0.8 1 topk: 5 0.8 - topk: 5
o topk: 10 topk: 10
¢ 0.6 topk: 20 0.6 topk: 20
’I”' —8— history —8— history
T 0.4
0.2
0.0 - T T T

0 1 2 3 4 0 1 2 3 4
Popularity Popularity
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Unfairness in Model Development

 Unfairness happen when LLMs enhanced/as IR models

> Transformed-based model shows more item unfairness than other IR models

Table 3: Unfairness degree compared between explicit user unfairness of traditional recommender models and the implicit user
unfairness of ChatGPT. “Improv.” denotes the percentage of ChatGPT’s implicit user unfairness exceeding the recommender
model with the highest degree of explicit user unfairness. Bold numbers mean the improvements over the best traditional
recommender baseline are statistically significant (t-tests and p-value < 0.05).

i i
Domains News ' | Job . |
Models Metrics DCN [46 STAMP [27 GRU4Rec [41] " ChatGPT jImprov. DCN [46] STAMP [27] GRU4Rec [41]" ChatGPT ; Improv.
1 P 1 P

U-NDCG@1 0.17 0.225 0.025 I 0.305 | 35.6% 0.16 0.045 0.25 | 0.365 I 46.0%
U-NDCG@3 0.171 0.183 0.024 1 0.363 98.4% 0.115 0.041 0.215 | 0.366 70.2%

Gender U-NDCG@5 0.104 0.12 0.016 | 0.203 1 69.2% 0.08 0.025 0.137 I 0.22 I 60.6%
: U-MRR@1 0.17 0.225 0.025 | 0.305 | 35.6% 0.16 0.045 0.25 I 0.365 | 46.0%
U-MRR@3 0.173 0.193 0.026 0.348 | 80.3% 0.126 0.042 0.224 0.368 I 64.3%

U-MRR@5 0.136 0.158 0.021 | 0.264 1 67.1% 0.106 0.033 0.18 | 0.288 . 60.0%
U-NDCG@1 0.293 0.28 0.373 1 0.467 Y 25.2% 0.067 0.153 0.007 1 0.807 Y 427.5%
U-NDCG@3 0.251 0.267 0.389 | 0.578 1 48.6% 0.07 0.153 0.024 I 0.795 | 419.6%

Rac U-NDCG@5 0.158 0.167 0.231 I 0.319 | 38.1% 0.043 0.089 0.011 I 0.479 | 438.2%
= U-MRR@1 0.293 0.28 0.373 0.467 I 25.2% 0.067 0.153 0.007 0.807 I 427.5%
U-MRR@3 0.258 0.274 0.381 | 0.546 I 43.3% 0.071 0.151 0.021 | 0.787 421.2%

U-MRR@5 0.208 0.22 0.302 1 0.414 37.1% 0.057 0.116 0.014 | 0.629 | 442.2%
U-NDCG@1 0.628 0.36 0.26 | 1.184 I 885% 0.24 0.24 0.18 I 1.388 I 4783%
U-NDCG@3 0.488 0.362 0.25 I 1.243 | 154.7% 0.242 0.275 0.2 1.33 | 383.6%

okt U-NDCG@5 0.324 0.214 0.158 0.711 | 119.4% 0.139 0.155 0.115 | 0.798 I 414.8%
U-MRR@1 0.628 0.36 0.26 | 1.184 I 88.5% 0.24 0.24 0.18 | 1.388 478.3%

U-MRR(@3 0.518 0.359 0.256 | 1.203 132.2% 0.237 0.266 0.196 | 1.32 | 396.2%

U-MRR(@5 0.429 0.281 0.207 | 0.928 | 116.3% 0.182 0.202 0.15 l 1.047 I 4183%
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Question

In model development stage, how can we

mitigate the unfairness?



Unfairness in Model Development

» How can we improve fairness in model development?

- Data argumentation
 Data filtering

« Rebalancing

A
i“‘
o

- Regularization .

s 0
(s .
» e
. ~=t.,

Distribution Completion

« Prompting

Data Sampling
(a) Data Augmentation (b) Data Filtering

Truncated Data

A
>
e

Distribution Truncation

Distribution Reconstruction

(c) Rebalancing (d) Regularization (e) Prompting

min,,(L(w) + R)

Distribution Transformation Distribution Narrowing

»¥ Best Aligned
g

Generate the ..« y

texts that .. ;

o
S
-------

Distribution Extraction
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Unfairness in Model Development

» How can we improve fairness in model development?

- Data augmentation: add adversarial samples to train the embedding

Representation Space Representation Space
) A® female
og A® male | 00 e ¥ p— EO
. = A engineer @ 2
o (=]
Data Augmentation O nurse o
Embedding space g =
o A d e Profession 9'1
’ | ugmented Data " " Boundary 1
........ ' é‘: .. Gender g
“““ _ " Boundary
S Bl A% e | T s vy o
- - e, 5] =
ctrihit S A= — i
Distribution Completion &0 P " e =0
5 , ady ]
5 | = B ale ale ey ale
male Gender female male Gender female
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Unfairness in Model Development

O

nurse

>

engineer

Profession

» How can we improve fairness in model development?

- Data augmentation: add adversarial samples to train the embedding

metcc[ed
|
L

Representation Space

- Boundary

female

female
A® male

A engineer

O nurse

Profession

Gender

" Boundary

ﬁ
Adv

Representation Space

asanu

....... YO
ot @
....... Y
-------- . Y
mal female
Gender

UOISSJO1 ]

I2QUITUD

(0]

>

Lmu in
]

T |

v

Classifer
(main task}

(elelelelel®)

Classifer
(protected)

(elelelelel®)

Attentwe Poolmg

1 v

[ Context Encoder )

1. protected forward —»
2. debiasing backward €—
3. main task forward —»
4. update parameters < - -

-——du.bla.;.mb

[ Embeddmgs ]

Input Text

Gradient of me feated
w.r.t embeddings

|

Normalize

A 4

Scale

e,

\ Protected
‘- Classifier
=My + Boundary
v
cald "‘ i
[ O
\
]




Unfairness in Model Development

» How can we improve fairness in model development™

@ Retrieve demonstrations

- Data Filtering

Target Context Safety Demonstratlons

(Women are terrible. All they
are good for is cleaning!
Data Filtering Generated Response

Retrieval [ Hey, that’s not right! Women

Truncated Data

;o can do anything. You should
7 = re-think your viewpoint.
- *X ....... jo y
Distribution Truncation @) Generate RS
response with |
. What are women good for anyway?
demonstration T | Bl i e
epe_ e . . . . ey need my help with eve ;
Utilizing retrieval techniques to filter some unfair in-context et b Sl O
. . What are you talking about? Women
and unrelevant information can do everything men can.

. J
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Unfairness in Model Development

» How can we improve fairness in model development?

- Data Filtering

Data Filtering

Truncated Data Security detector

Distribution Truncation

Using systematic security check detector to

filter unfair sample during training LLMs

:-+- ONLINE DEPLOYMENT

If a sensitive message is found from
either the user or the bot, use a
canned response, and do nat save

User Sensitive message 1o long-term memary.
message topics
classifier No Switch to
— Safe? —» canned —
Offensive response
BB3-175B language l Yes (chat
filters continues)
Training Baked-in
data safety Bot Keep bot N
recovery response response =
A
sovs OFFLINE PROCESSING »scrvvrvessunesinsesnsmsrssmsmsmsssnmmssssssnosssrssessosrmuanmanmnsss s vynns s+« OFFLINE TESTING «vvererereeeeeeres
: & Safety
; [Future work] Add BB3:1738 bench tests
- examples to the .
: training set. No Adversarial “Ina iate/ Baked-in
: «— Deployment PRropria
Adversarial? - de:'s:t ) epda‘:a rude” monitor safety Gender and
ves | ecto recovery holistic bias
Full conversation (assuming user does not opt-out) tests

Save examples for
future study.

is saved for future ressarch. Also save user

feedback and make best attampts to scrub Pif

(which users are warned not to include). Make sure  :
not too many bot responses are marked as ruds.

Check for acceptable safety and bias levels.
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Unfairness in Model Development

» How can we improve fairness in model development?

End-to-end finetuning

« Rebalancing

A female I _— PR PR——— DEL
i : i -- 1
HilieE | Feature Classification

: . | Extractor — Layer ——> 05— |oss
Rebalancing biography | I

| o2 |

___________  EE—— e e
Detector/Classifier Garder I 09 Femalel
Detector _r 0.1 Male :
I I
I [
rT T T T o I
Distribution Transformation | |
A nurse | e - SON g PR
. oye . go biography, —» BN 4 EN
Using a sensitive feature classifier or genderis | | EEcer Layer "o
LB
. . unknown | 02
detector to decide the sample weight AR A ¥
. . ° Success _l... 0.7 Wrong
during the training Detector | 03 Corext |
I I
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Unfairness in Model Development

» How can we improve fairness in model development? R-=

- Regularization — i i1, dhi<i IS (P4|/P%) + AKL (Q||P)

1 Al ESm)+ESH)Y | E(Sm)T E(Sf)
QZie{m‘f}KL (E(S.I) 3 ) TESm)MES

Embedding-level (1) Target embedding

Regularization :
4

Distribution Narrowing

min,,(L(w) + R) —
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Unfairness in Model Development

» How can we improve fairness in model development? R-=
- Regularization — i je{1, dhicg TS (P |PY) + AKL(Q|| P)
LY KL( E(Sm)+E(S_f)) __B(Sm)TE(S;)
2 Lsie{m,f} 2 IE(Sm)IIIE(S )
Attention-level S TT TR
i HEENE
L] N
AN R=

Tokens of o

O
) Lh.S,G _ QlhisiC
_ ) EEem ST YL A I

o L
3 4

(2) Target attention

Distribution Narrowing
min,,(L(w) + R) —
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Unfairness in Model Development

» How can we improve fairness in

- Regularization

Output-token level

Regularization :
4

Distribution Narrowing

model development?

min,,(L(w) + R)

e B seiti iy o (P PR1) 4 AL Q|| P)
1 E(Sm)+E(Sf)\ _ _E(Sm)T E(5§)
2 Zie{m.f} KL ( 2 ) TE(Sm)MES I
i(AEEEE .
N EOE|EEE
(NN NN
afaal"E o
i u
_ thG thG
A OEEEEE 5 Y Yo AN I,
« BV EE| .
4 p([MASK] |prompt, [he])
JJ_I_-_é-i R=
s ’J;%.. *5‘/;@_.. c'@o.."@c@.. 00 - ! )
N — 6@, % " »0.'}0%:4@% / % Z E})ZA T (P(al(;"})qP(az(k}),- - ,P(C&m(k)))
(3) Target output
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Unfairness in Model Development

» How can we improve fairness in model development?

« Prompting: prompt-tuning

—— b BestAliges > Discrete prompt

texts that ... ¢/ /" e |

s 0
o
S

» Continuous prompt

o P ‘o,
ws® LN
--------

Distribution Extraction
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Unfairness in Model Development

» How can we improve fairness in model development?

« Descret prompt

. Autoregressive Text Decoder
Add a descret (word-level) fair-aware 0

prompt during fine-tuning the LLM - ' - 1 f T

pre_0 pre_1 pre_2 pre_3 <S> J No ]

< >

Decoder prompt
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Unfairness in Model Development

» How can we improve fairness in model development?

« Continuous prompt

e

The scientist made achievements in physics. -
Tokenization ——m— W B : ————

4§

Add a continous Embedding Mapping <[ T T | | AIE=E=EET0
. . /r — i ! : ) ) ] —T—N
(embedding-level) fair-
aware prompt during fine-
tuning the LLM \ )
trainable continuous _ T frozen
prompts Debiasing Tasks parameters
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Fairness in LLMs

Large Language Models

ChatGPT . Claude m LLaMA

Enhance or |As IR Models
d Unfairness

As Results Evaluators
d Unfairness

New Data Sources

LLMs as IR Models Retrieved/Recommended Results
©L 1) : Gaa
) LMs Enhanced IR Models a » . . m «
QR OQ—< =
: [Whlch result is better"]
(a) Data Collection (b) Model Development (c) Result Evaluation

|

Unfairness happen in

Result Evaluation
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Question

In result evaluation stage, what

factors will cause unfairness?
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Unfairness in Result Evaluation

» Unfairness happen when evaluating IR results
« Human evaluation
« Auto-evaluation

« Agent evaluation

n..d.q.__.,'.:.. \\

5 Aﬂﬁuﬂinf
» L& 4+
k=
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Unfair Human Evaluation

» Human evaluation is subjective

» Human evaluation will be influenced by human bias
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Unfair Auto-Evaluation

» User unfairness happen when evaluating IR results

« Auto-evaluation: LLMs have different personality for anwering certain question

- MBTI test
GPT-4* ChatGPT
E (5, 33.3%) | (10, 66.79%) E (12, 57.1%) I (9, 42.9%)
S (9, 36.0%) N (16, 64.0%) 2}[6‘ _— N {2, e %)
o
T (15, 68.2%) F (7, 31.8%) T (15, 652%) F (8, 34.8%)
J (14, 77.8%) P (4, 22.2%) J (12, 54.5%) P (10, 45.5%)
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Unfair Agent Evaluation

» Unfairness happen when evaluating IR results

« Agent: LLMs as certain IR agent will reduce diversity and cause item unfairness

0.30
11.8
. 0.29]
?’50'23 11.6 g
I =
E Va
2027
[-» 11.4
0.26
1.2
0.25

I 2 3 4
Iteration Number
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Question

In result evaluation stage, how can we

mitigate the unfairness?
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Unfairness in Result Evaluation

» How can we improve fairness in result evaluation?

A
i“‘
o

- Data augmentation Data Sampling
. Rebalancing
. Prompting BERNG " Augmented Data

.
.
o
.
o
Q

oy

s 0
(s .
» e
. ~=t.,

Distribution Completion

Distribution Reconstruction

(c) Rebalancing (e) Prompting

»¥ Best Aligned
g

Generate the ..« y

texts that ..
. 1

o
S
-------

Distribution Transformation Distribution Extraction
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Unfairness in Result Evaluation

» How can we improve fairness in result evaluation?

- Data augmentation

Z5C Cluster

Agreeableness ZSG

11 g
Openness ZSC Openness &
> »[ Extraversion | /
Data Augmentation m Extraversion 2SC Conscientiousness | /
Neuroticsim ;
Consclentiousness
Datasets scores

Personality data i
Datasets

PSR Augmented Data — Neuroticsim ZSC
\
““““““““““ ’00 g
a
s . .“" - ZSC Cluster
Distribution Completion
L 4 Agreeableness ZSC
E ' \ Agreeableness
° o 4 — Openness ZSC Openness
Add certain human knowledge into T ] Language — o[ Exraversin
Model Extraversion ZSC Conscientiousness
. Neuroticsim
I R eva I U a t I O n p rO Ce S S Prompts Generated text Gonsclezrglgumass Generated text scores
Neuroticsim ZSC
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Unfairness in Result Evaluation

» How can we improve fairness in result evaluation?

« Rebalancing

Rebalancing . . e '

Ug = Z vk * GU(G)@K - .

Kek . Re-rank
I

Re-weight (Re-rank) certain sample during the

Distribution Transformation

IR evaluation process

[1] Jiang M. et al Item-side Fairness of Large Language Model-based Recommendation System, WWW 2024




Unfairness in Result Evaluation

» How can we improve fairness in result evaluation?

« Prompting

Personality Traits o You often feel blus... Induced LLMs Behaviors
Options: 9 e
° < ~ have a vivid imagination
A Very A b ; !
' . Openness & e lcq have excellent ideas...
Pr Omptlng E. Very Inacourate

1 _ pay attention to details,
Generate the ~» Best Aligned Conscientiousness . |%‘ I are always prepared...
RN . i
texts that ... i LLM personahty s,
! ; - - i feel comfortable around people,
Extraversion gy l.‘:‘_" love to mingle with guests...

| P e I sympathize with others' feelings,
i have a soft heart...
v &

f

.......... * AN Agreeableness .

Distribution Extraction
Neuroticism

Design certain fair-aware prompt to make

Machine Personality Inventory
with OCEAN Scores
Induce via Personality Prompting

e ‘d get stressed out easily,
Ib-‘ I easily disturbed...

LLMs be fair and aligns with human
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Unfairness in Result Evaluation

» How can we improve fairness in result evaluation?

« Promptin
pting 50.0- =
%
5 25.0- ?
g |1 .
| _ N 7| S
Generate s ﬁ- Best Aligned g 00 KZI |:| ? U D D
texts that L Fair-aware prompt qg -25.0- ? ?
2 B
A -50.0- ‘/, =
O B
- 7
RN ‘= -75.01
S
Distribution Extraction -100.0-
-125.0- A News [ Job
.. . . 1 2 3 4 5 6 7 8 9 10
Designing fair-aware prompt will help IR Prompt ID

fairness but will bring high variance
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Outline

Introduction
A Unified View of Bias and Unfairness
Bias and Mitigation Strategies

Unfairness and Mitigation Strategies

V. V V V V

Conclusion and Future Directions
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Open Problems and Future Directions

T T Y
ZUERSITN,

The taxonomy of different types of bias and unfairness in LLM&IR

)
il
H|

e:f I
| E gﬂl
W b - 4 ra

W Lk {//

Mitigation Strategies

Sourced Stage Type Data Sampling Distribution Reconstruction
Data Augmentation Data Filtering | Rebalancing | Regularization Prompting
: Source Bias [18] [28, 174, 200]
Data Collect
SRS Factuality Bias (51, 119, 126, 175-177, 184] (51, 147, 182] (119, 143, 159, 176]
Position Bias [58, 96, 123, 146, 166, 191] [97, 166] [58]
Popularity Bias [158, 191] [31, 58, 140]
Model Development |- o Wl el s [106, 131, 160] [39] [117, 183]
Context-Hallucination Bias (7, 42]
Selection Bias [21, 23, 79, 85, 116, 155, 196, 198] [94, 155, 195] [70, 116, 155, 196]
Result Evaluation Style Bias [168, 196]
Egocentric Bias [79] [91] [56, 91]
Mitigation Strategies
Sourced Stage Type Data Sampling Distribution Reconstruction
Data Augmentation Data Filtering Rebalancing Regularization Prompting
. User Unfairness | [47, 95, 141, 150, 170, 190] [108, 125] [32, 111] [12, 62, 121] [38]
Data o lectan. e e, [127, 204] [50] [64] [38, 73]
I | User Unfairess [152] [102, 133, 137, 152] | [54, 187] | [6, 46, 89, 112, 114, 156, 164, 199] [32, 59, 180, 190]
el DeVEOPIEMt Mt em Unfairness [205] (25, 69] [64] [40] [31, 82, 205]
: User Unfairness [67] [81] [8, 63, 113, 128, 181]
Besnlt Bvalwabion 1 e, [49] [5, 135] [130, 151, 154, 189, 191]

Blank is Opportunity !
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Open Problems and Future Directions

Information
System . . ]
Y Bias and Unfairness in Feedback Loop
[0 Cause more severe bias and unfairness issues
Multi-Stakeholders
Learning Top-K Serving O Information Systems

0 User

Feedback Loop -, [0 Data

Data @ 1 User
-‘&’5 Interact . @

Update

202



Open Problems and Future Directions

-
i3

Original Distribution _/\ Target Distribution  _/ *_ Aligned Distribution
¥ Original Data Augmented Data

Unified View from Distribution Alignment Perspective

Eliminate Bias (83) Ensure Fairness (§4)

Distribution Completion Distribution Truncation

Distribution Reconstruction

(c) Rebalancing (e) Prompting

miny,{a* L(w, Dl)_"'Tﬁ «L(w,D?)} Generate the: 7> Best Aligned
B — texts that ... "I”.‘

Distribution Transformation Distribution Narrowing Distribution Extraction

Source Bias Factuality Bias

.. . r Unfairn
Position Bias User Unfairness

Context-Hallucination Bias
Item Unfairness Selection Bias

Instruction-Hallucination Bias
Style Bias Egocentric Bias

Unified Mitigation Framework
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Open Problems and Future Directions

-
i3

Original Distribution _/\ Target Distribution  _/ ', Aligned Distribution
¥ Original Data Augmented Data

Unified View from Distribution Alignment Perspective

Eliminate Bias (83) Ensure Fairness (§4)

*"'x-.. ..

Distribution Completion Distribution Truncation

Distribution Reconstruction

(c) Rebalancing (d) Regularization (e) Prompting

min, {$a * L(w,D*) +4p + L(w, D?)} min,, (L(w) + R) ~» Best Aligned

Generate the
texts that ... = ’;’—

Distribution Transformation Distribution Narrowing Distribution Extraction

AGERS
ST
I3 7
Hi
& i s,

Theoretical Analysis and Guarantees
O Distributionally Robust Optimization
O Invariant Risk Minimization

0 Causal Inference
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Open Problems and Future Directions

Better Benchmarks and Evaluation

O Simulated Environment === Large Scale Real-world Benchmarks
O Rapid Development of LLM — Dynamic Benchmarks

O Different Papers Use Different Evaluation Protocols ==) Standardized Evaluation
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Conclusion

» We provide a novel unified perspective for understanding bias and unfairness as
distribution mismatch problems, alongside a detailed review of several types of bias and

unfairness arising from integrating LLMs into IR systems.

» We systematically organize mitigation strategies into two key categories: data sampling
and distribution reconstruction, offering a comprehensive roadmap for effectively

combating bias and unfairness with state-of-the-art approaches.

» We identify the current challenges and future directions, providing insights to facilitate

the development of this potential and demanding research area.
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https://lim-ir-bias-fairness.github.io/
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